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m Abstract Earlier formulations of the relation of language and the brain provided
oversimplified accounts of the nature of language disorders, classifying patients into
syndromes characterized by the disruption of sensory or motor word representations
or by the disruption of syntax or semantics. More recent neuropsychological findings,
drawn mainly from case studies, provide evidence regarding the various levels of
representations and processes involved in single-word and sentence processing. Lesion
data and neuroimaging findings are converging to some extent in providing localization
of these components of language processing, particularly at the single-word level.
Much work remains to be done in developing precise theoretical accounts of sentence
processing that can accommodate the observed patterns of breakdown. Such theoretical
developments may provide a means of accommodating the seemingly contradictory
findings regarding the neural organization of sentence processing.
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INTRODUCTION

The traditional view of language and the brain, instantiated in the Wernicke-
Lichtheim model (Wernicke 1874, Lichtheim 1885), held that auditory word re-
presentations were localized in a posterior temporal brain region, now known as
Wernicke’s area, and motor word representations were localized in a frontal region,
now known as Broca’s area (see also Geschwind 1970). Damage to the motor word
representations in Broca’s area would result in a disruption of language production
with a sparing of comprehension. Damage to sensory word images in Wernicke's
area would impair comprehension but would not produce the mirror image syn-
drome to Broca’s aphasia, as production would also be affected. That is, Wernicke
argued that input from sensory word images was needed to select the appropriate
motor word representations.

The description above is oversimplified, but even in a more elaborated form,
the Wernicke-Lichtheim model falls far short of explaining the complexities of
language processing (see Caplan 1987, Dronkers & Larsen 2001). The model
does capture a striking difference between patients who have anterior damage and
those who do not in that those with anterior damage produce nonfluent speech
characterized by slow, labored articulation, whereas those with posterior damage
typically produce fluent, rapidly articulated speech (though marked by phonolog-
ical, grammatical, and semantic errors). (See Table 1, examples 1 and 2.) One
salient limitation of this theory is that it is a theory of single-word processing and
thus says nothing about the means by which words are combined into sentences.
Patients who produce nonfluent speech tend to produce speech that is “agram-
matic,” that is, having reduced syntactic complexity and an absence of function
words (e.g., prepositions and auxiliary verbs) and inflectional markers (e.g., plu-
ral markers on nouns and past tense markers on verbs). This agrammatism is not
obviously accounted for by a disruption to motor word representations (but see
Lenneberg 1973).

Studies during the 1970s and early 1980s uncovered surprising findings that
challenged the traditional model. These findings demonstrated that although Broca'’s
aphasics seemed to have good comprehension on clinical assessment, they showed
poor comprehension when comprehension depended on understanding the syntac-
ticinformation in a sentence (e.g., Caramazza & Zurif 1976, Schwartz et al. 1980).
For example, when asked to match a sentence such as “The dog was chased by the
cat” to a picture, these patients had difficulty choosing between a correct picture
and one that reversed the roles of agent and object (i.e., a picture of a dog chasing
a cat). They did well, however, if the incorrect picture substituted a different noun
or verb. Berndt & Caramazza (1980) argued that the syndrome of Broca’s aphasia
should be redefined as reflecting a disruption of syntax, which was the underlying
cause of agrammatic speech and the sentence comprehension deficit. The labored
articulation of the Broca'’s aphasics was thought to be a co-occurring deficit result-
ing from damage to motor areas for speech adjacent to Broca’s area. Caramazza &
Berndt (1978) presented evidence that aphasic patients with posterior damage had
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TABLE 1 Examples of aphasic language production

1. Nonfluent aphasics telling Cinderella story
a. Severely nonfluent (left frontal/parietal/temporal CVA)
JS: girl.. . three... bad... wish... pump... poor girl...
b. Moderately nonfluent (left frontal parietal CVA)
ML: Always working. .. Doesn't do. .. Sunrise and sunset, work, work, wark
Three ladies will attend. . uh. .. All the fineries and .. . uh. .. all the. ..

2. Fluent aphasic conversation with speech therapist (left temporal parietal CVA)
Therapist: What did you have (to eat)?
PH: Today | haven't touched a /maiwa/ /d”/ David. He had beastly tomorrow.
Therapist: Was the food good?
PH: Yes, it was fine.

3. Anomic aphasic attempting to name a picture of a vest (herpes encephalitis,
predominantly left temporal damage)
MS: This is something that . depends on what it looks like. Sometimes women wear it,
sometimes men wear it. And you put underneath before yo¥ou put a shirt on. Then
you put this on. Then you put a coat on

a disruption of semantic representations, which again affected both comprehen-
sion and production. They cited findings from Blumstein et al. (1977) as indicating
that these patients’ word comprehension deficits could not be attributed to diffi-
culty perceiving phonological information. Thus, according to these authors, the
theoretical distinction between Broca’s and Wernicke’s aphasia was more appro-
priately thought of as damage to syntax versus semantics, respectively, rather than
damage to motor versus sensory word representations.

In the past 25 years neuroanatomical and behavioral findings have caused dif-
ficulties for this more modern synthesis as well as the traditional approach. Mohr
et al. (1978) concluded that a circumscribed lesion to Broca’s area gave rise to
only temporary disruptions of motor speech and other language functions, with
the deficits lasting only a few days to a few months. Agrammatism was not a feature
of the acute or chronic state for these patients. In order for permanent disruptions of
language output and agrammatism to occur, a larger lesion was required involving
the insula and other areas of the frontal and parietal opercula (with such lesions
often extending well posteriorly, sometimes including the supramarginal gyrus).
More recently, in a study of lesion overlap, Dronkers (1996) concluded that the
insula was the critical region involved in apraxia of speech, that s, in a disruption
of speech motor planning.

Similar problematic findings have been uncovered with regard to the functional
role of Wernicke’s area. One difficulty is that the definition of Wernicke’s area is
not so agreed upon as Broca’s area (see Wise et al. 2001 for discussion). Assuming
the most common definition—the posterior third of the superior temporal gyrus
(Damasio 1998)—there is evidence that a lesion restricted to this area does not
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give rise to the long-lasting symptom complex termed Wernicke’s aphasia and that
awider lesion is needed (Selnes et al. 1983). Also, patients have been reported who
have lesions outside of Wernicke’s area yet who show the symptoms of Wernicke’s
aphasia (e.g., Murdoch et al. 1986, Dronkers et al. 2000).

Both the traditional and more recent syndrome-based approaches suffer from
the heterogeneity of the deficits exhibited by patients assigned to one of the clini-
cal classifications. For example, the poor comprehension of patients classified as
Wernicke’s aphasics may arise from a disruption of phoneme identification, a dis-
ruption of phonological word forms, or a disruption of semantics (see Howard &
Franklin 1988 for discussion). Among Broca’s aphasics with agrammatic speech,
a substantial proportion does not show syntactic comprehension deficits (Berndt
et al. 1996). Group studies that average results across members of the group and
contrast these averages across clinical groups or with normal subjects are thus
unlikely to provide a solid basis for determining the functional components of lan-
guage and their organization in the brain. What is needed is a more fine-grained,
theory-based analysis of the nature of the language deficits in individual cases
(Caramazza & McCloskey 1988, McCloskey 1993). With such a functional analy-
sis, one is in a much better position to determine whether consistent brain/language
relationships can be identified.

Consequently, the discussion of neuropsychological data in this chapter fo-
cuses on individual case studies in which the precise nature of the patients’
deficit has been identified. Lesion localization from a series of cases with the
same deficits provides better information than group studies concerning the rela-
tion between language function and brain areas. Of course, we now have other
sources of information regarding the localization of language function in the
brain from neuroimaging studies carried out with intact normal subjects. Re-
sults from these studies may provide much more precise information than lesion
studies, given the accidental nature of the size and extent of lesions in humans.
It remains quite difficult, however, to design imaging studies to isolate specific
cognitive functions (see Norris & Wise 2000 for discussion in the domain of
speech perception). Patient data provide crucial corroborating evidence regard-
ing the necessity of a given brain region for a particular cognitive function. In
some cases unexpected results from neuroimaging have led to studies of patients
with lesions to the activated region that have confirmed the localization that had
not previously been uncovered in lesion studies (Thompson-Schill et al. 1997,
1998).

WORD PROCESSING

Data from normal subjects and brain-damaged patients have led to the overall
model of word processing shown in Figure 1. (The model includes the processes
involved in picture naming, as this task is often used to test word production.)

The model assumes a separation between the lexical forms involved in spoken
and written word processing, but a single semantic system that is accessed from
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Figure 1 Model of single-word processing for auditory and written word perception and
production. Also included are processes involved in picture naming.

both modalities. On both the input and output sides there are peripheral processing
components involved in auditory and visual perception and the motor control of
speaking and writing. The discussion focuses on the more central aspects of word
processing, concentrating mainly on spoken language.

Spoken Word Recognition

NEUROPSYCHOLOGICAL STUDIES As shown in the model, phonetic, phonemic,
lexical-phonological, and semantic representations are assumed to be involved in
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word recognition, and disruptions at any of these levels should lead to deficits
in word comprehension. Disruptions of semantic representations are discussed
separately; this section concentrates on phonological aspects of word recognition.
Patients labeled as “pure word deaf” would seem to provide evidence that dif-
ferent systems are involved in speech and nonspeech auditory perception, as they
have difficulty perceiving speech but do better with music or environmental sounds.
(See Griffiths et al. 1999, Poeppel 2001 for recent reviews). Several researchers
have presented evidence that, contrary to the word deaf label, these patients’ deficit
is not at a lexical or even phonemic level, but rather at the level of extracting the
acoustic cues to speech. That is, they have difficulty perceiving rapid changes in
complex pitch patterns, which affect the perception of speech more than other
common sounds. Consistent with this view, these patients have difficulty discrim-
inating nonspeech sounds that depend on perceiving rapid temporal changes (e.g.,
Albert & Bear 1957, Auerbach et al. 1982, Tanaka et al. 1987, Wang et al. 2000).
Pure word deaf patients typically have bilateral lesions of the superior temporal
lobe, though some have unilateral lesions that, in all but one case, have been
localized to the left hemisphere (Griffiths et al. 1999, Poeppel 2001). The bilateral
lesions suggest that both hemispheres are involved in extracting phonetic cues
to speech (Praamstra et al. 1991). The unilateral lesions have also been argued
to be consistent with bilateral processing as these lesions typically include deep
subcortical structures and thus could damage both phonetic processing on the left
and disconnect the results of such processing on the right from lexical phonological
representations on the left (Geschwind 1965, Takahasi et al. 1992, Poeppel 2001).
According to the model in Figure 1, phonetic cues are mapped onto phonemes.
Some researchers have argued, however, that phonetic features are mapped directly
onto lexical representations, and thus a phonemic level is not needed (Marslen-
Wilson & Warren 1994). In fact, it appears that no cases have been reported that
show the pattern predicted from a deficit to the phonemic level, that is, impaired
vowel and consonant perception but preserved perception of nonspeech stimuli
with acoustic features similar to those in speech. In contrast to the lack of evidence
for a phonemic level, there is evidence supporting a lexical phonological level
separate from semantics. That is, some patients have been reported who show
preserved phoneme discrimination and identification but impaired performance
on spoken word recognition tasks tapping lexical and semantic levels such as
auditory lexical decision and synonymy judgments (Howard & Franklin 1988,
Martin & Saffran 1992, Hillis et al. 1999). As with the pure word deaf patients,
these patients show much better semantic processing for written words, again
ruling out a semantic deficit per se. All of these cases have had unilateral left
hemisphere damage. For all, the damage included temporal or parietal regions,
but for two the damage was quite widespread and included other left hemisphere
regions (Howard & Franklin 1988, Hillis et al. 1999).
Other patients show a preservation of lexical phonological information but dis-
rupted access from this information to semantics. Hall & Riddoch (1997) reported
a particularly striking example of this pattern. Their patient, KW, with a left parietal
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lesion, performed well on auditory and written lexical decisions. On semantic tasks
he performed very poorly with auditory presentation but was within the normal
range with written presentation. Franklin et al. (1994, 1996) and Kohn & Friedman
(1986) have reported similar cases. Two of these (Franklin et al. 1994, 1996) were
reported to have left middle cerebral artery infarcts, which could implicate frontal,
parietal, and temporal regions. The case of Kohn & Friedman had damage to
Wernicke's area.

In sum, patients with damage either to lexical phonological representations
or to the connections between these representations and semantics all have left
hemisphere damage, with temporal or parietal regions most often involved. Thus,
whereas phonetic feature extraction may be carried out bilaterally, the results of
this feature analysis appear to be mapped onto lexical phonological representations
in the posterior left hemisphere, which then provide access to semantic represen-
tations. Consistent with this conclusion are findings from a study by Hillis et al.
(2001), which examined the effects of reperfusion of the left superior temporal
lobe in six stroke patients who had word comprehension difficulties and showed
hypoperfusion of this region. Using a pharmacological agent to increase blood
pressure they demonstrated increases in word comprehension that were directly
related to the extent of reperfusion of this region as measured through magnetic
resonance perfusion weighted imaging.

Contrary to the tenets of the traditional Wernicke-Lichtheim model, some find-
ings from lesion studies suggest a role for the frontal lobes, specifically Broca’s
area, in speech perception (Blumstein 1998, 2001; Martin et al. 1999a). Blumstein
(1998) reviewed studies showing that aphasic patients of all clinical categories, in-
cluding Broca’s aphasics, have speech perception deficits when tested on phoneme
and word discrimination and identification. Functional neuroimaging of neurally
intact individuals have also implicated a role for frontal regions in speech percep-
tion (see neuroimaging section for discussion).

NEUROIMAGING STUDIES The findings from neuorimaging studies are consistent
with the lesion data with regard to bilateral temporal lobe involvement in the
extraction of phonetic cues from speech. When passive listening to speech sounds
has been compared with rest or listening to simple auditory signals like tones,
bilateral superior-temporal lobe activation has been obtained (e.g., Petersen et al.
1988; Zatorre et al. 1992; Binder et al. 1994, 1996, 1997; see Cabeza & Nyberg
2000 for an overview).

Left-lateralized activation would be predicted for phonological processing be-
yond the level of phonetic feature extraction. In order to reveal such processing,
speech stimuli need to be compared to a control condition (or conditions) that
employs stimuli with acoustic features like those in speech. The results of such
studies have varied depending on the nature of the control condition and the sub-
jects’ task. Some studies have contrasted an active speech task, such as phoneme
monitoring, with passive listening to speech (Zatorre et al. 1992, Poeppel et al.
1996). Others have contrasted two active listening conditions in which attention
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is directed either towards phonological or semantic properties of speech stimuli
(Démonet et al. 1992, 1994). More left-lateralized activation is obtained in active
conditions. The interpretation of such findings is open to debate, however, as some
argue that passive listening or performing a semantic task automatically activates
all regions normally engaged in speech processing, and thus, such subtractions
would have eliminated relevant cortical areas (Norris & Wise 2000), leaving only
task- or strategy-specific activation. Others argue, however, that performing an
active task simply boosts activation in the most critical regions because attention
is directed to speech-specific processing (Fiez et al. 1995).

Other studies have compared passive listening to speech to passive listening to
stimuli with speech-like features (e.g., Binder et al. 2000, Howard et al. 1992).
Binder et al. (2000) contrasted the activation resulting from passive listening to
words, pseudowords (e.g., splin), reversed words (i.e., recorded speech played
backwards), tones, and noise. No areas were found to be more activated in the
word condition than the pseudoword or reversed word conditions. All three stimuli
produced greater activation bilaterally in the mid—superior temporal gyrus and
adjacent superior temporal sulcus than the nonspeech stimuli. There was only
weak evidence of more extensive activation in the left than right hemisphere for
the speech stimuli.

Wise and colleagues (Scott et al. 2000, Wise et al. 2001), however, have sug-
gested that considerable lexical activation may arise from processing pseudowords
(see Gaskell & Marslen-Wilson 1997, McClelland & ElIman 1986) or even reversed
words, as subjects consistently identify a fairly large proportion of phonemes in
reversed speech (Binder et al. 2000). Scott et al. (2000) used as stimuli spoken sen-
tences and altered versions of these sentences that varied in intelligibility and the
presence of phonetic features. They reported a region of the left superior temporal
sulcus that responded more to the conditions with phonetic information (whether
or not they were intelligible) and also found that an anterior portion of this sulcus
responded only to intelligible speech. The interpretation of the role of this more
anterior region is unclear, however, as the intelligible sentences engaged sentential
semantic and syntactic processes in addition to lexical processes.

Activation in frontal regions has also been uncovered in neuroimaging studies
of speech perception. Price et al. (1996) reported a complex relation between task
factors and inferior frontal activation [Brodmann's area (BA) 45] during speech
perception (e.g., the activation was greater for slower rates of presentation of
the words). Frontal areas are routinely activated, however, when the neuroimag-
ing study employs a speech perception task that involves active manipulation of
phonological information such as phoneme monitoring or phoneme discrimination
(e.g., DBEmonet et al. 1992, 1994; Zatorre et al. 1992). Burton et al. (2000) showed
that in two closely matched syllable discrimination tasks, inferior frontal activa-
tion was obtained only when the task required segmentation of the initial phoneme
from the remainder of the syllable. As Norris & Wise (2000) have pointed out,
tasks that require phonemic segmentation cannot be performed by illiterate indi-
viduals, yet these individuals have no difficulty perceiving speech. The process
of learning letter-sound correspondences during reading acquisition may foster an
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awareness of sublexical phonological representations typically involved in speech
output (rather than speech perception). Using a task in a neuroimaging study that
requires attention to sublexical units may tap these output representations that have
a frontal localization.

Spoken Word Production

NEUROPSYCHOLOGICAL STUDIES As with word recognition, deficits in spoken
word production could arise from several sources, depending on the affected stage
of processing (see Figure 1). The types of errors patients produce in naming (e.g.,
picture naming or naming to definition) or other speech production tasks (oral
reading, repetition) have been used as one source of data for identifying the lo-
cus of damage. In naming, patients may produce predominantly semantically re-
lated words (e.g., “parsley” for “carrot”) (e.g., Hodges et al. 1992), predominantly
phonologically related words (e.g., “golf” for “glove”) (Blanken 1990), or predom-
inantly phonologically related nonwords (e.g., “brind” for “bread”) (e.g., Caplan
etal. 1986), which might suggest disruptions at the semantic, lexical phonological,
and sublexical phonological levels, respectively.

Even though a certain type of error may predominate, most patients produce
a mixture of error types. Dell et al. (1997) attempted to account for the different
relative proportions of correct responses and different error types for fluent aphasic
patients in terms of disruptions to all levels of an interactive activation model
of word production initially derived to account for normal production (Dell &
O’Seaghdha 1992). As shown in Figure 2, the model includes semantic, lexical,
and phonological levels and feedforward and feedback connections between levels.

Semantic features

Lexical nodes

Phonological segments

Figure 2 Dell & O'Seaghdha’s (1992) model of word production.
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Inthe first version of the model to be applied to patient data (Dell et al. 1997), global
“lesions” were made that consisted of reducing connection strengths between all
levels and increasing the decay rate at all levels (with changes in the two relevant
parameters adjusted to fitindividual patient data). Although this approach provided
a relatively good fit to the error patterns of their patients, it did not account for
patients who produce virtually all semantic errors (Caramazza & Hillis 1990,
Cuetos et al. 2000) nor those who produce virtually all phonological errors (Caplan
etal. 1986, Caramazza et al. 2000). Foygel & Dell (2000) proposed a revised model
inwhich the globality assumption was abandoned and lesions were made separately
to the connections between the semantic and lexical and between the lexical and
phonemic levels. Although this approach provided a better fit to a response pattern
of predominantly phonological errors and to word repetition data, the interactivity
in the model still made it unable to fit a pattern of predominantly semantic errors
(Rapp & Goldrick 2000) or one in which phonologically related nonword errors
greatly outnumber phonologically related word errors (Caramazza et al. 2000).
Thus, the data strongly suggest that selective deficits can occur to different levels
in the production process, but the details of models to account for such errors are
debated with regard to the degree of interactivity between levels (Ruml et al. 2000,
Rapp & Goldrick 2000).

The approach of Dell and colleagues (Dell et al. 1997, Foygel & Dell 2000)
used the proportion of different error types in naming to identify the functional
locus of damage. Clearly, other data may be brought to bear. Among patients
producing predominantly semantic errors, some show a disruption of semantic
knowledge on comprehension tests (e.g., Howard & Orchard-Lisle 1984, Hillis
et al. 1990, Hodges et al. 1992), whereas others do not (e.g., Caramazza & Hillis
1990, Cuetos et al. 2000). Thus, the former appear to have damage at the semantic
level per se, whereas the latter have damage beyond the semantic level, that is,
in accessing phonological representations from semantic representations. Another
relevant factor in determining the locus of damage is the patients’ ability to repeat
words and nonwords. Some patients with preserved semantics but difficulty in
accessing lexical phonology show preserved word and nonword repetition (e.g.,
Caramazza & Hillis 1990, Martin et al. 1999b), indicating that their deficit is not
at the level of producing sublexical phonological segments. Patients who make
phonologically related word or nonword errors in naming typically have difficulty
with repetition as well (e.g., Caramazza et al. 1986, Caplan et al. 1986, Bub et al.
1987, Shallice et al. 2000). These cases have sometimes been claimed to have
a deficit in a phonological output buffer, that is, a short-term storage system for
maintaining phonological information while articulatory programs are derived.

Lesion localization for word production deficits has been addressed most often
with respect to the clinical category of “anomic aphasia,” which is characterized
by pervasive word-finding impairments in spontaneous speech and naming in con-
junction with intact repetition and fluent, grammatically correct speech (see Table
1, example 3). Damasio & Damasio (1989, Damasio et al. 1996) have reported
that the lesions in anomic aphasia are outside the peri-sylvian region in anterior or
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inferior temporal regions. Semantic abilities in comprehension have not typically
been extensively assessed for these patients, however, and thus it is difficult to
know whether the word-finding difficulties derive from a semantic disruption or
from a disruption of lexical phonological retrieval. Some evidence suggests that a
left posterior temporal region (BA 37) is crucial for the retrieval of phonological
word forms in speech production, as patients with damage to this region have
naming deficits even though they show preserved semantic knowledge (Raymer
et al. 1997, Foundas et al. 1998, Hillis et al. 2001).

Less attention has been devoted to the issue of lesion localization with regard
to sublexical phonological deficits. All but one of the cases described above that
were claimed to have deficits to the output phonological buffer had left hemisphere
lesions affecting a number of temporal-parietal regions, including cortical and
underlying white matter; the remaining case had a similar lesion on the right.
Thus, the evidence suggests posterior rather than anterior regions are involved in
maintaining sublexical phonological representations.

NEUROIMAGING STUDIES Indefrey and Levelt (2000) reviewed 58 neuroimaging
studies that used a variety of tasks involving speech production (e.g., picture nam-
ing, word reading, nonword repetition). Based on these data, they argued that
the left posterior middle and superior temporal gyri are involved in phonologi-
cal word-form retrieval, as this area was more activated in tasks involving word
than nonword production. For sublexical phonological coding, no region strictly
met their criterion for proportion of studies showing significant activation, but the
regions coming closest were the left posterior inferior frontal gyrus and the left
mid-superior temporal gyrus.

Indefrey & Levelt (2000) identified regions that were active in overt speech tasks
compared with silent controls and not active in covert speech tasks as areas involved
in articulatory coding and execution. The areas satisfying this criterion were bilat-
eral pre- and postcentral gyri. Also, typically more active in overt than covert tasks
were the left anterior superior temporal gyrus, the right supplementary motor area,
and the left and medial cerebellum. A recent study by Wise et al. (2001), however,
identified an area of the temporo-parietal junction that showed greater activation
with overt than covert articulation of a phrase (see also Buchsbaum et al. 2001).

Independent or Common Lexical
Phonological Representations?

NEUROPSYCHOLOGICAL STUDIES The model shown in Figure 1 has separate input
and output lexical phonological representations. The Wernicke-Lichtheim model
assumed separate sensory and motor representations for words, though access tc
the sensory representation was needed to insure access to the correct motor repre-
sentation. There is currently considerable debate regarding whether independent
input and output lexical representations are needed (Nickels et al. 1997, Martin
et al. 1999b) or whether a single lexical phonological representation will suffice
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(Hillis et al. 1999, Martin & Saffran 2002). Shallice (1988) argued that the seman-
tic errors in single-word repetition (e.g., repeating “woman” as “lady”) that define
the syndrome of “deep dysphasia” provide strong support for the independent-
lexicons view. These semantic errors indicate that the word has been perceived,
so their deficit cannot be in accessing a lexical phonological form on the input
side. This phonological form should be the basis of repetition if the form is the
same for perception and production. In terms of a two-lexicon model, this pattern
can be accounted for by a disruption in direct connections between input and out-
put phonological forms, with the result that translation between input and output
involves access to a semantic representation. Martin & Saffran (1992) have ar-
gued, however, that this deep dysphasic pattern can be accounted for with a single
lexicon model by assuming that, even though the correct phonological form is
initially activated, the activation decays very rapidly and the patient has to use
whatever semantic information has been activated to reconstruct the phonological
form for output (see Howard & Franklin 1990 for evidence counter to the rapid
decay account).

NEUROIMAGING STUDIES Although an early positron emission tomography study
showed no activation of left posterior temporal areas in word production (Petersen
etal. 1989), more recent studies have uncovered similar temporal regions involved
in speech perception and production (Indefrey & Levelt 2000). One might question
whether exactly the same areas are involved. Anderson et al. (1999) found that
intra-cranial cortical stimulation of the left superior temporal lobe caused signif-
icant phonological errors in production but did not impair the patient’'s auditory
word comprehension. However, Wise et al. (2001) found in a positron emission to-
mography imaging study that a region in the left posterior superior temporal sulcus
that responded to words in perception was also activated during word production.

Itis possible that, in line with Wernicke’s original hypothesis, there is a (input)
phonological representation involved in both perception and production and a
separate output lexical representation involved only in production. According to
such a view, it should be possible to find patients with normal word perception
but impaired output (Romani 1992, Howard 1995, Martin et al. 1999b), but those
showing impairments of lexical phonology on the input side should also show
impaired output (Hillis et al. 1999).

Semantic Representations of Words

Recent overviews by Shelton & Caramazza (1999, 2001) have summarized neu-
ropsychological findings on the organization of semantic representations. They
have dealt extensively with the nature of category-specific deficits (e.g., semantic
deficits for living but not nonliving things), concerning their underlying cause and
possible neuroanatomical basis, but these are not dealt with here (see also Devlin
etal. 2002). Considerable lesion data suggest that regions of the middle and inferior
temporal lobe are involved in the representation of semantic knowledge (Dronkers
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et al. 1995). Semantic dementia cases (i.e., patients whose primary symptom is a
progressively severe disruption of semantic knowledge) have damage to the left
middle and inferior temporal lobes that begins at the temporal pole and proceeds
posteriorly as the condition progresses (Mummery et al. 2000). Mummery et al.
also found that the degree of temporal damage predicted the degree of semantic
disruption. Neuroimaging studies have also uncovered left middle and inferior
temporal lobe activations during semantic processing (e.g., Vandenberghe et al.
1996, Binder et al. 1997). The extent of right hemisphere involvement is unclear.
Mummery et al. (2000) noted atrophy in the right temporal pole in most of their
semantic dementia cases and suggested that bilateral damage was necessary fo
the most severe semantic deficits.

A surprising outcome of neuroimaging studies has been that robust activations
appear in leftinferior frontal regions (BA 45 and 47) across numerous tasks such as
categorization, semantic generation, concrete/abstract judgments, and judgments
of semantic similarity (see Poldrack et al. 1999 for a review) that can be differ-
entiated from the more posterior frontal activations observed during phonological
processing tasks such as phoneme monitoring or rhyme judgments (Poldrack et al.
1999, Roskies et al. 2001, McDermott et al. 2002). These frontal activations are
surprising in that patients with damage to these regions do not typically show severe
semantic deficits, at least on single-word processing tasks. The explanation offered
for these findings is that whereas semantic knowledge may be stored posteriorly,
these frontal areas serve as a semantic executive system involved in retrieving,
storing, and manipulating these semantic representations (Roskies et al. 2001).
Consistent with this claim are findings from patients with inferior frontal damage
who show good semantic processing of single words but a short-term memory
deficit specific to the retention of semantic information (Romani & Martin 1999,
Freedman & Martin 2001).

Grammatical Representations of Words

WORD-CLASS EFFECTS Words contain grammatical information as well as seman-

tic and phonological information. For example, word-class information (noun,
verb) is needed in sentence comprehension and production for syntactic informa-
tion to be understood or produced correctly. Many studies have reported double
dissociations in the production of different word classes [e.g., function words ver-
sus content words (Goodglass 1993), nouns versus verbs (e.g., Miceli et al. 1984;
Zingeser & Berndt 1988, 1990)] (see Druks 2002 for a review). For some patients
these apparent word-class effects may have a semantic basis. For example, better
production of nouns than verbs and better production of verbs than function words
may occur because the patient is better able to produce more concrete words (e.g.,
Bird et al. 2002). For some patients, however, it appears that word-class effects
cannot be reduced to a semantic basis (Berndt et al. 2002, Rapp & Caramazza
2002). Consequently, these deficits suggest that at some level in the production
system words are distinguished neurally with regard to the grammatical role they
play in a sentence.
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Some models of word production assume two levels of lexical representations:
a semantic/syntactic representation (termed the lemma) and a phonological rep-
resentation (termed the lexeme), with the lemma necessarily accessed prior to the
lexeme (Garrett 1993, Levelt et al. 1999). Taken as support for these two levels are
findings from patients who in picture naming could correctly judge the grammat-
ical gender of a target word (Badecker et al. 1995) or whether the word fits into
count or mass phrasal contexts (Vigliocco et al. 1999), even though they were un-
able to retrieve any of the phonemes in the word. Others researchers have argued
that these findings can be accommodated in a model assuming a single lexical
representation that is phonological and that connects to general syntactic proper-
ties for words (Caramazza & Miozzo 1997). The two positions appear difficult to
distinguish on the basis of the available data (Nickels 2001).

MORPHOLOGICAL PROCESSING Researchers have debated whether morphologi-
cally complex words (e.g., “worked,” “teacher,” “undecided”) are broken down
into their separate morphemes in language production and comprehension (e.g.,
Allen & Badecker 1999) or whether they are treated as unitary words (e.g., Bybee
1988). Many aphasic patients produce inflectional errors in speech and oral reading
(e.g., producing “welds” for “welding” or “teaching” for “teacher”), which would
appear to support a decompositional view of morphological processing (Allen &
Badecker 1999). Such apparently inflectional or derivational errors might be at-
tributed, however, to whole-word confusions based on phonological and semantic
similarity (see Funnell 1987). Some findings argue against such an interpretation
(Badecker & Caramazza 1991, Shapiro et al. 2000, Tsapkini et al. 2002). For in-
stance, some of these patients make morphological errors only on words of one
word class, that is, either nouns (Shapiro et al. 2000) or verbs (Tsapkini et al.
2000), which would not be expected if the errors were due solely to semantic and
phonological similarity of the error to the target.

An issue that has recently attracted a great deal of debate is whether one or two
systems are involved in computing past tense forms for regular versus irregular
verbs. According to standard linguistic formulations, regular past tense forms in
English (e.g., talked, gazed, needed) are computed by a rule that adds a past
tense marker /d/ to verbs, with the pronunciation depending on the final phoneme
of the verb. Irregular past tense forms must be retrieved from memory, as the
pronunciations are not predictable from the present tense forms (e.g., “is, was”;
“run, ran”). Because novel words (i.e., pseudowords such as “plag” or “spuff”)
have no representation in memory, the regular rule should apply to these as well. In
opposition to the dual systems view, some have argued that a single connectionist
system supports computation of the past tense for regular and irregular forms and
for novel forms (e.g., Rumelhart & McClelland 1986).

Ullman et al. (1997) presented evidence supporting the dual systems approach.
Patient groups with posterior damage (posterior aphasia, Alzheimer’s disease) had
difficulty producing irregular but not regular past tense forms for real words and
novel words, whereas patients with frontal or basal ganglia damage (i.e., anterior
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aphasics or Parkinson’s patients) showed the reverse pattern. Ullman et al. argued
that these results were due to general properties of posterior versus frontal sys-
tems in which posterior regions support declarative memory-based representations,
whereas frontal/basal ganglia regions support procedural or rule-based knowledge.
On the other side of the issue, Joanisse & Seidenberg (1999) and Patterson et al.
(2001) have provided computational and empirical evidence for a single system
approach. They argue that the observed double dissociation in the patient data
derives from other factors, specifically, semantic deficits in patients with poste-
rior damage (Patterson et al. 2001) and phonological deficits in patients with frontal
damage (Patterson 2002). Tyler et al. (2002) argued, however, that a phonologi-
cal deficit cannot account for anterior aphasics’ difficulty with regular forms, as
the anterior aphasics they tested who showed worse performance on regular than
irregular verb inflection performed quite well on various phoneme discrimination
tasks.

It should be noted that the plausibility of the claim that frontal brain regions
support rule-based grammatical processing hinges in part on claims that anterior
aphasics have difficulty with such processes in comprehension. As discussed in
the next section, it is far from clear that this is the case.

SENTENCE PROCESSING

Sentence Comprehension

DISSOCIATIONS AMONG SYNTACTIC ABILITIES As mentioned in the introduction,
proposals from the 1970s and 1980s about a general syntactic deficit in Broca’s
aphasia were undermined by several lines of evidence: for one, the not infre-
guent co-occurrence of agrammatic speech and preserved syntactic comprehen-
sion (Berndt et al. 1996). In addition, several studies demonstrated that many
patients who showed asyntactic comprehension on sentence-picture matching did
well on judging the grammatical acceptability of sentences (Linebarger et al. 1983,
Shankweiler et al. 1989, Wulfeck 1988). Included among the types of errors the
patients could detect were the omission or substitution of function words and
inflections—the elements most affected in their speech. Linebarger and colleagues
(Linebarger et al. 1983, Linebarger 1990, Saffran & Schwartz 1988) argued that
these findings demonstrated a dissociation between two aspects of sentence-level
processing: determining the grammatical structure of the sentence and the map-
ping between grammatical and thematic roles, with only the latter being affected
in these patients. That is, for example, these patients would be able to determine
that “The truck that the car splashed was green” is a grammatical sentence and that
“car” is the grammatical subject and “truck” the grammatical object of “splashed.”
They would be unable to determine, however, that “car” should be mapped as the
agent of “splashed” and “truck” as the theme (i.e., the entity acted upon). Thus,
they would fail on all tasks requiring the interpretation of sentence meaning, such
as sentence-picture matching, enactment (acting out the action with toy objects),
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or sentence anomaly judgments (e.g., determining that “The quarterback that the
football threw was old” was a nonsensical sentence). They would succeed if the

task tapped only the determination of acceptable structure, even for sentences with
complex structures, such as judging as ungrammatical a sentence like “The cake
that the boy ate the pie was delicious” (Linebarger 1990).

INDEPENDENCE OF SEMANTIC AND SYNTACTIC REPRESENTATIONS Whereas in
general agrammatic speakers do not provide the clearest evidence of a dissoci-
ation between the processing of syntax and semantics in comprehension, some
patients do provide such evidence. Ostrin & Tyler (1995) reported a patient (JG)
who performed poorly on sentence-picture matching when the distractor picture
depicted areversal of role relations but performed well when the distractor included
a lexical substitution. Unlike the patients reported by Linebarger et al. (1983), how-
ever, this patient performed poorly on grammaticality judgment tasks and showed
no sensitivity to violations of grammatical structure in a word-detection task. JG
performed well on comprehension tests for single words and showed normal se-
mantic priming. Although classified behaviorally as a Broca’s aphasic, JG's lesion
was left temporo-parietal.

Some patients with Alzheimer’s dementia demonstrate the opposite dissocia-
tion of very impaired knowledge of word meanings but preserved grammatical
knowledge. For example, they might be unable to realize that a phrase such as
“The jeeps walked” is nonsensical but yet be able to detect the grammatical error
in a phrase like “The jeeps goes” (Hodges et al. 1994). Two semantic demen-
tia patients have been reported who showed a remarkable ability to understand
grammatical structure and appropriately assign thematic roles such as agent or
theme to complex constructions like “It was the tiger that the lion bit” even though
they could not distinguish the meaning of the nouns in the sentence (Schwartz &
Chawluk 1990, Breedin & Saffran 1999). Semantic dementia cases such as these
typically have diffuse frontal and temporal damage, and their temporal lobe dam-
age presumably underlies their inability to comprehend the nouns in the sentences
(Mummery et al. 2000). It is difficult, though, to speculate about which preserved
brain areas subserve their spared grammatical processing.

Although the neuropsychological findings indicate that semantic and syntactic
knowledge may be independently represented, findings from normal subjects in-
dicate that during sentence processing the two sources of knowledge interact in
determining sentence interpretation (Boland 1997, Trueswell et al. 1994). Some
patient data are consistent with this conclusion. Saffran et al. (1998) showed that
some patients may use the grammatical structure of sentences during comprehen-
sion when there are weak semantic constraints (e.g., understanding that “boy” is
the agent of “pushed” in “The boy that the girl pushed), but fail to use the
grammatical structure when there are strong semantic constraints (e.g., mistakenly
interpreting the “woman” as the agent of “spanked” in “The woman that the child
spanked..”) (see also Tyler 1989).
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WORKING MEMORY AND SENTENCE COMPREHENSION Theories of comprehen-

sion often assume a role for a short-term or working memory system that is used
to hold partial results of comprehension processes while the rest of a sentence is
processed and integrated with earlier parts (e.g., Just & Carpenter 1992). Aphasic
patients often have very restricted short-term memory spans, typically being able
to recall only two or three words from a list, compared with normal subjects’ five

or six words (de Renzi & Nichelli 1975). Studies with normal subjects indicate
that comprehension becomes more difficult when the working memory demands
of sentence processing increase (Just & Carpenter 1992, Gibson 1998). Thus, one
might hypothesize that patients’ restricted memory span is the source of observed
sentence comprehension difficulties. However, a number of studies have shown
that patients with very restricted memory spans may show excellent sentence com-
prehension even for sentences with complex syntactic structures (Butterworth et al.
1986, Caplan & Waters 1999, Hanten & Martin 2001, Waters et al. 1991).

Caplan & Waters (1999; see also Caplan & Hildebrandt 1988) have interpreted
such findings to indicate that there is a working memory capacity specific to sen-
tence processing that is different from that tapped by span tasks. They divide the
procedures involved in sentence processing into interpretive and post-interpretive
processes. Interpretive processes include all on-line syntactic and semantic pro-
cesses, including those involved in semantic interpretation based on the ongoing
discourse. Post-interpretive processes involve using the products of interpretive
processing to carry out some task, such as sentence-picture matching or enactment
of the action in the sentence. Based on a large number of findings with normal
and brain-damaged subjects, Caplan & Waters argue that interpretive processing
draws on the capacity specific to sentence processing, whereas post-interpretive
processing draws on the capacity tapped by span tasks.

Martin and colleagues (Hanten & Martin 2000; Martin et al. 1994, 1999b;
Martin & Romani 1994) have provided a different view on the relation between the
capacities involved in span tasks and sentence processing. They argue that span
tasks tap both phonological and semantic retention (see also Martin & Saffran
1997). The phonological component of span tasks is independent of the capacity
involved in sentence processing, as patients with difficulty retaining phonological
information may show preserved sentence comprehension. However, the semantic
component does play a role in sentence comprehension in the maintenance of
word meanings prior to their integration with other word meanings. Specifically,
patients with a semantic retention deficit had difficulty detecting the semantic
anomaly in sentences with several adjectives preceding a noun (e.g., “The rusty
old red swimsuit”) or with several nouns preceding a verb (e.g., “Rocks, trees,
and shrubs grew in the back yard”) but did better when the adjectives followed
the noun or the nouns followed the verb. Martin and colleagues agree with Caplan
& Waters (1999) to some extent, as they argue that the retention of specifically
syntactic structural information is independent of both phonological and semantic
capacities (Martin & Romani 1994).
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NEUROANATOMICAL BASIS OF SENTENCE COMPREHENSION

Lesion studies Although many studies investigating syntactic comprehension
deficits have focused on Broca’s aphasics, several studies have demonstrated a
similar pattern of increasing comprehension difficulty with increasing syntactic
complexity for patients falling into other syndrome categories or having lesions
restricted to posterior regions (Naeser et al. 1987, Caplan & Hildebrandt 1988,
Caplan et al. 1996). Dronkers et al. (1994) found that among Broca’s aphasics,
those who had lesions affecting a portion of the left anterior temporal lobe had
difficulty computing sentence meaning based on syntactic information, whereas
those with a lesion restricted to Broca’s area did not. Dronkers & Larsen (2001)
state, however, that lesions restricted to this temporal lobe region did not result
in this comprehension deficit. Moreover, some of the patients in the Caplan et al.
(1996) study who had syntactic comprehension deficits did not have lesions af-
fecting this region. Several researchers have suggested that a complex system of
brain regions underlies syntactic aspects of comprehension (Caplan et al. 1996,
Dronkers & Larsen 2001, Dick et al. 2001) and that the degree of damage to the
overall system predicts the degree of comprehension deficit. Although this may
be the case, there are many aspects to syntactic processing (e.g., the assignment
of hierarchical structure, the assignment of thematic roles, the processing of long-
distance relations, the maintenance of working memory representations), and the
failure of any of these could lead to difficulty with more complex constructions
(Martin 1995). Individual cases need to be studied in enough detail to specify the
nature of the deficit in order to determine if subcomponents of syntactic processing
map onto more precise brain regions.

Neuroimaging studies As with the lesion data, there is no clear-cut conclusion
emerging from neuroimaging studies regarding the brain regions underlying syn-
tactic processing. The patient data imply that different brain regions are involved
in determining syntactic structure and using that structure to assign thematic roles.
Neuroimaging studies have typically employed tasks that emphasize one or the
other, but without consideration of the implications of these methodological dif-
ferences. Another methodological variation is the use of passive listening versus
active tasks, with the attendant concerns, as in the word-comprehension literature,
of whether the passive tasks do not sufficiently engage the subject to reveal activa-
tion of all critical brain regions and whether the active tasks introduce activation
specific to task demands.

One approach to isolating syntactic from semantic processing has been to use
sentence materials in which content words have been replaced with pseudowords
(e.g., “The blives semble on the plim”) or, less often, with semantically anoma-
lous words (e.g., “The kitchens march on the clouds”). In a passive listening
study, Mazoyer et al. (1993) found that the temporal poles were activated bi-
laterally in their normal prose and syntactic conditions (which employed both
of these manipulations) but not in their word-list condition. Two recent studies
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involving active processing of sentences with pseudowords required judgments
of whether the stimuli had syntactic structure (Friederici et al. 2000) or were
grammatically acceptable (Moro et al. 2001). Both studies found deep inferior
frontal activation bilaterally for the pseudoword relative to control conditions.
Importantly, however, Friederici et al. did not find such frontal activation when
subjects made the same judgment about normal sentences. It is possible that the
frontal activations with pseudoword stimuli derived from the difficulty in main-
taining these stimuli in short-term memory long enough to extract grammatical
information.

Another approach to isolating syntactic processing has been to use sentences
with semantically appropriate words and active tasks that stress either syntactic
processing (e.g., grammaticality judgments) or semantic processing (e.g., seman-
tic acceptability). Two studies taking this approach failed to find regions that were
selectively activated by their syntactic conditions (Ni et al. 2000, Kuperberg et al.
2000), though both found regions selectively activated by their semantic condi-
tions. Of course, one might argue that the semantic conditions necessarily engage
syntactic processing, and thus subtracting the semantic from the syntactic condi-
tions takes out activation owing to syntactic processing. Dapretto & Bookheimer
(1999) took a somewhat similar approach and found greater activation in Broca’s
area (left BA 44) for their syntactic condition and greater activation in a more
anterior frontal region (left BA 47) in their semantic condition. This study, unlike
the other two, required the determination of sentence meaning in the syntactic con-
dition (e.g., determining that “The teacher was outsmarted by the student” meant
the same as “The student outsmarted the teacher”).

A third approach has been to determine the brain regions that show greater
activation with increasing syntactic complexity of the stimuli. In a passive listening
study, Stowe et al. (1998) found that the left posterior and middle temporal gyrus
showed increasing activation with more complex structures. Their study did not,
however, control for the specific words in the sentences and sentence length in the
different conditions. Other studies have used active tasks in which subjects judge
semantic acceptability or answer comprehension questions for different sentence
types that are closely matched in length and content words but vary in syntactic
complexity. Structures such as the following have been compared:

1. Center-embedded subject relative: The child that spilled the juice stained the
rug.

2. Center-embedded object relative: The juice that the child spilled stained the
rug.

Numerous studies with normal subjects have demonstrated that the object-
relative structure is more difficult than the subject-relative structure and that a
contributing factor is the memory demand in the object-relative form involved
in reactivating the head noun following the embedded clause verb (e.g., “juice”
following “spilled”) after having processed the embedded clause subject (e.g.,
“child”) (see Gibson 1998 for discussion).
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Taking this approach, Just et al. (1996) found that activation increased with
increasing sentence difficulty in the left inferior frontal gyrus and the left middle-
and superior temporal gyri. Homologous areas on the right also showed increasing
activation, but the overall level of activation was smaller. In contrast, Stromswold
et al. (1996) found that only a region within Broca’s area was more active for their
more complex structure. Caplan et al. (1998) replicated this finding of greater
activation in (or near) Broca’s area but also showed greater activation for the more
complex structures in a left medial frontal area and in the cingulate. More recently,
Caplan (2001) reported some additional replications but also some failures to
replicate activation in Broca’'s area in studies using similar sentence contrasts. In
one study using elderly subjects and another using young subjects matched in
education to the elderly subjects, activation was obtained in parietal and superior
frontal areas, though the exact locations were different for the two groups. In an
event-related design using young subjects Caplan et al. (2001) uncovered activation
in the angular gyrus and a superior temporal region. Caplan et al. have suggested
that one possible source of this variation across studies is the varying syntactic
proficiencies of their subjects and the varying difficulty of the tasks assigned the
subjects (i.e., whole sentence reading versus word-by-word reading).

It is perhaps premature to draw general conclusions about the brain regions
underlying syntactic processing until a better understanding has been obtained
about the effects of different tasks, different types of materials, different presen-
tation modes, and different subject groups. It is the case, however, that inferior
frontal activation has been observed in Brodmann’s areas (BAs) 44 and 45 across
several studies (though not all) that have required subjects to compute a meaning
representation for complex structures. To interpret this activation one has to keep
in mind that patients with damage to this region do not typically have difficulty
with grammaticality judgments. Thus, this region should not be interpreted as one
involved in assigning syntactic structure to a sentence. Instead, this region may be
involved in semantic working-memory functions such as those related to reacti-
vating a semantic representation for an earlier occurring noun that has to be linked
to a later occurring position in a sentence (as in the object-relative constructions)
(see Caplan et al. 1998, Stowe et al. 1998 for related discussion). Such an effect
related to semantic retrieval and manipulation would be consistent with findings
showing activation in this region for various types of semantic processing tasks
(Poldrack et al. 1999).

SENTENCE PRODUCTION

Patterns of Sentence Production Deficits in Aphasia: Challenges to
Traditional Claims
Sentence production deficits have also been afocus of research in aphasia, although

in this domain much of the work originated from a syndrome-based approach, con-
centrating on Broca’s aphasics who produce agrammatic speech, that is, speech
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marked by simplified grammatical form and the omission of function words and
inflections. Fluent speakers are said to produce “paragrammatic speech,” which
is characterized by the substitution of inappropriate function words and inflec-
tional morphemes rather than their omission. Some researchers attributed these
differences to a syntactic deficit in Broca’s aphasics and a word retrieval deficit
in fluent speakers that affects both content and function words (see Berndt 2001
for discusssion). As in the study of comprehension, more recent findings have
challenged these claims concerning the differences between nonfluent and fluent
speakers. Cross-linguistic studies of aphasia suggest that Broca’s aphasics tend to
produce a default form of a verb, which in English tends to be an infinitive form
(i.e., without inflection), whereas in other languages this will be an inflected form
(Menn 2001). Wernicke’s aphasics also tend to over-produce verb forms that oc-
cur frequently in their native language but produce a wider range of options. Both
omissions and substitutions of function words have been documented in detailed
analyses of agrammatic (Miceli et al. 1989) and paragrammatic (Butterworth &
Howard 1987) speech (see also Haarmann & Kolk 1992). Both nonfluent and fluent
speakers show reduced structural complexity, with the deficit taking similar forms
across the two groups (Bird & Franklin 1996).

Moreover, sentence-structure and function-word difficulties have been found
to dissociate, arguing against the claim that both derive from the same syntactic
deficit. Some patients demonstrate reduced sentence complexity but accurate pro-
duction of function words and inflections (Bird & Franklin 1995/1996, Saffran
et al. 1989), whereas others show the reverse (Miceli et al. 1983, Kolk et al. 1985,
Nespoulous et al. 1988, Nadeau & Rothi 1992). A patient reported by Thompson
et al. (2002) showed a particularly striking dissociation in this regard, as she pro-
duced complex syntactic structures as often as normal subjects but made many
errors in the production of inflectional morphemes, though she was able to pro-
duce function words appropriately. As this indicates, the relative proportion of
function words versus inflectional errors can vary substantially across patients,
as can other properties of these errors such as the proportion of omissions ver-
sus substitutions and the relative difficulty with different kinds of function words
(e.g., determiners versus auxiliary verbs) (Miceli et al. 1989).

THEORETICAL ACCOUNTS OF SENTENCE-PRODUCTION DISORDERS These similar-

ities in grammatical deficits across syndromes and variations within syndromes
imply that, as in the study of comprehension, a more fruitful approach than group
comparisons would be the study of individual cases with respect to their im-
plications for theory. Figure 3 shows a standard model of language production.
The model was presented by Bock & Levelt (1994) and represents a some-
what modified version of a theory initially proposed by Garrett (1980). At the
top level is a nonlinguistic representation of the message to be expressed. At
the next level lexical-semantic forms are accessed and the functional relations
among them are spelled out (e.g., grammatical roles of nouns with respect to verb,
modification relations between adjectives and nouns). At the next level syntactic
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Figure 3 Bock & Levelt’'s (1994) model of sentence production.

frames are chosen to express the functional relations, and lexical phonological
forms are inserted into the frame. At this point a linear ordering of the words
is developed, and function words and grammatical markers are inserted at ap-
propriate points. At the next stage the phonetic representation of the utterance is
specified.

As the model postulates two levels of grammatical representation (the func-
tional and positional levels), one might hypothesize that patients with grammatical
deficits in production could have selective damage to one of these two components.
At each level, however, there are various representations and processes involved,
and thus, different types of deficits might appear from damage to the same level.
At the functional level one major component involves mapping of the relations
between the verbs and nouns that play thematic roles with respect to the verb
(Bock & Levelt 1994). The specific verb to be used dictates what grammatical
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role a noun with a specific thematic role will play (e.g., the recipient will be the
subject of an active sentence using the verb “receive” but the indirect object of an
active sentence using “give”). A deficit in knowledge of the relations of thematic
and grammatical roles entailed by verbs could potentially lead to an incomplete
specification at the functional level and a reduction in sentence structure, such
as the failure to produce a required indirect object (Saffran et al. 1980). Berndt
et al. (1997) found some support for this notion in a study of 10 patients who
varied in their relative ability to produce nouns and verbs in single-word tasks.
They found a strong relation between greater difficulty with verbs than nouns and
impairments on structural measures of spontaneous speech such as mean sentenc
length, sentence elaboration with content words, and proportion of words in sen-
tences. Two of the five verb-impaired patients showed a much greater proportion
of grammatically acceptable sentences and greater production of the object noun
when asked to generate a sentence using an experimenter-provided verb compared
with a noun.

Another type of production deficit has also been attributed to a disruption at the
functional level. Martin & Blossom-Stach (1986) and Caramazza & Miceli (1991)
reported case studies of patients who produced appropriate houns and verbs but
often reversed the roles of the nouns with respect to the verb (e.g., saying “The
boy was pushed by the girl” for a picture of a boy pushing a girl). They argued
that these patients had difficulty with the mapping between thematic roles and
grammatical roles at the functional level (i.e., they had a mapping deficit on the
production side). Interestingly, these patients produced otherwise grammatically
correct utterances, indicating that the other stages in the production process were
executed appropriately. Also, both patients showed similar mapping deficits in
comprehension, suggesting that a central process subserves the mapping betweer
grammatical and thematic roles in both production and comprehension. Whereas
these patients showed a general mapping deficit, other patients have demonstrated
difficulties that appear limited to certain verbs, specifically those for which there
exists a closely related verb with different mapping relations (e.g., give-take, buy-
sell) (Breedin & Martin 1996, Byng 1988).

A disruption at the positional level could also take different forms. Difficulty
with accessing syntactic frames could be another possible locus of reduced struc-
tural complexity (Goodglass et al. 1994), as patients might be able to access only
the simplest, most frequent structural frames (Stemberger 1984). Also, Garrett
(1980) claimed that function words and inflectional markers are part of the syn-
tactic frame. If so, difficulty with accessing frames would lead to errors involving
such elements. Caramazza & Hillis (1989) endorsed Garrett’s approach in their
interpretation of findings from a patient who omitted function words and inflec-
tions on sentence production tasks but who had no difficulty with functions words
on single-word tasks. They pointed out, however, that Garrett's model is under-
specified with regard to accounting for aspects of their patient’s behavior (e.g., the
greater proportion of omissions of function words than inflections) and the varia-
tion in substitutions versus omissions of function words across different patients.
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Other theorists have argued that grammatical elements are retrieved in the same
fashion as content words (Bock 1989). If so, some other means of explaining
disorders of function words and inflectional markers would have to be proposed.
Various hypotheses have been advocatada disruption of function words and
grammatical markers per se, which constitute a specialized word class (Bradley
etal. 1980);0) a syntactic deficit that prevents determination of the correct function
word or inflection to express grammatical relations (Thompson et al. 269)3); (
deficitin accessing all low imageability words (Bird et al. 2008) g phonological
disturbance that affects late stages of the production process, during which the
phonological forms of function words and inflections are determined (Saffran
et al. 1980). Of course, these hypotheses would not have to be mutually exclusive;
that is, the different patterns of function-word deficits for different patients may
have different underlying causes.

WORKING MEMORY DEFICITS IN PRODUCTION Although the role of working mem-

ory in comprehension has been studied extensively, relatively little attention has
been paid to its role in production. A model like that in Figure 3 would imply that
working memory capacities of various types are involved, as the representations
for several words would have to be activated and maintained simultaneously at dif-
ferent stages in the process. This maintenance would have to persist long enough
for the processes at the next stage to be carried out.

Kolk (1995) has hypothesized that aphasic language production patterns derive
from a disruption of temporal coordination during syntactic planning. He proposes
that at the positional level both content words and function words are inserted into
a syntactic frame. Difficulties arise owing to slow activation or overly rapid decay
of some elements that should be expressed in the same syntactic unit. The more
complex the syntactic structure, the more elements to be realized and the more
likely some temporal mismatch will occur between elements. Patients can adapt
to this deficit by either using simpler structures or sticking with more complex
structures but omitting some elements. In support of this view, Kolk and his col-
leagues have shown that patients’ production patterns can appear quite different
under different task demands (Kolk & Heeschen 1992, Hofstede & Kolk 1994).

Martin & Freedman (2001) presented evidence that a semantic short-term mem-
ory limitation can affect patients’ productions. Patients with a semantic retention
deficit (but not those with a phonological retention deficit) had difficulty produc-
ing adjective-noun phrases (e.g., “small leaf,” or “short dark hair”), although they
were able to produce the individual adjectives and nouns in isolation. They ar-
gued that subjects plan speech in a phrase-by-phrase fashion, planning the head
noun and all the preceding content words in the phrase at a lexical-semantic level
prior to initiating phonological retrieval. These patients’ lexical-semantic retention
deficits prevented them from simultaneously maintaining such representations for
several words. In support of this argument Martin & Freedman showed that these
patients did better producing the same content in a sentence form (e.g., “The leaf
is small” or “The hair is short and dark”), as these sentence forms allowed them to
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produce fewer content words in an individual phrase (see also Linebarger et al.
2000 for findings supporting a capacity limitation as a factor in at least the structural
limitations of agrammatic speech).

NEUROANATOMICAL BASIS OF SENTENCE PRODUCTION

Lesion studies As discussed earlier, Mohr et al. (1978) found that patients with

a lesion restricted to Broca's area did not produce agrammatic speech. Larger
lesions of the frontal and parietal opercula and the insula were required. The patient
reported by Caramazza & Hillis (1989), who omitted a large proportion of function
words, was left-handed and had a right frontal-parietal lesion. At least some types
of grammatical deficits in production appear to derive from posterior lesions. The
patients who had relatively preserved structural abilities in production butimpaired
production of function words (Miceli et al. 1983, Kolk etal. 1985, Nespoulous et al.
1988, Nadeau & Rothi 1992) had temporal or parietal lesions. The two patients
reported above who showed a disruption in the assignment of thematic roles but
preserved production and comprehension of grammatical morphemes had parietal
(Caramazza & Miceli 1991) and temporo-parietal (Martin & Blossom-Stach 1986)
lesions.

With regard to working memory deficits, the three cases reported by Martin &
Freedman (2001) with lexical-semantic short-term memory deficits and disrupted
production of adjective-noun phrases had lesions that overlapped in the left pos-
terior inferior frontal gyrus and adjacent anterior parietal region, though one had
an extensive lesion affecting temporal regions as well.

Neuroimaging studies  So far, only two neuroimaging studies have assessed pro-
duction beyond the single word. In one of these, subjects described Rorschach
inkblots in a spontaneous fashion while being scanned (Kircher et al. 2000). The
rate of word production per 20-second interval was measured. Speech rate was
positively correlated with the degree of signal change in the left superior temporal
lobe and supramarginal gyrus. The authors attributed this activation to lexical re-
trieval, though the degree of syntactic, prosodic, and phonological planning would
also vary with speech rate.

Indefrey et al. (2001) used a more controlled production task to determine the
regions involved in syntactic processing during production. Subjects saw animated
scenes involving the movement of simple colored objects and described them in
a prespecified fashion using either full sentences (e.g., “The red square launches
the blue ellipse”), a sequence of phrases with local but not sentence-level syntactic
structure (e.g., “red square” “blue ellipse” “launch”), or a sequence of words with-
out syntactic structure (e.g., “square” “red” “ellipse” “blue” “launch”). A frontal
region that overlapped Broca’s area (BA 44) to some extent but was mainly pos-
terior to Broca’s area (most likely in BA 6) was found to be most activated in the
sentence condition, next most active in the phrase condition and least in the word
condition. Although the degree of prosodic planning and the amount of phonolog-
ical material produced were not equated across conditions, the authors concluded
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that this activation reflected syntactic planning, as a faster rate of stimulus presen-
tation did not produce greater activation in this region. It should be noted, however,

that according to the hypotheses of Martin & Freedman (2001), the demands on
semantic short-term memory would also vary across conditions and could be the
source of the frontal activation.

CONCLUSIONS

Since Wernicke’s time, a great deal has been learned from neuropsychological
studies about the functional organization of the language system. The study of
word processing has moved from a consideration of only sensory and motor repre-
sentations to the development of models containing levels of phonological, gram-
matical, and semantic representations. Studies of sentence comprehension have
uncovered different components of grammatical processing and semantic integra-
tion. Progress in the study of sentence production has also been made, though
here much more specific theoretical proposals are needed, as observed deficits can
often be attributed to several different potential sources, and many details remain
without explanation.

With regard to the neural systems underlying these complex processes, some
progress has been made, though clearly much remains to be done. Some claims
are well supported by both neuroimaging and lesion dajaBilateral superior
temporal lobes are involved in extracting the phonetic features of sp&gkexical
phonological representations are represented in left posterior regions, most likely
in the superior temporal lobe or sulcus) §emantic representations are localized
in the left middle and inferior temporal gyri, with evidence that similar structures
on the right may also be involved. Other claims have some support but need further
verification, such asa) A left posterior temporal region (BA 37) is involved in
linking semantic and phonological representations in word product@rigft
inferior frontal areas are involved in phoneme segmentat®)m¢@re anterior left
inferior frontal regions are involved in semantic manipulation and retention. The
localization of sentence-level processes seems much less clear based on both lesion
and imaging data. Although some researchers seem committed to the notion that
Broca’s area is involved in syntactic processes in production and comprehension,
there is much evidence indicating that syntactic deficits may derive from posterior
lesions, and a number of neuroimaging studies show posterior activation related
to syntactic processes.

One commonality across the several domains of language processing covered
in this review is that frontal activation in neuroimaging studies is more likely to
occur for phonological, semantic, and syntactic tasks that require active process-
ing on the part of the subject. It is possible that, as has been hypothesized for
semantic processing (Roskies et al. 2001), these frontal activations result from
executive processes involved in manipulating or maintaining different types of
representations—uwith different frontal regions specialized for maintaining differ-
ent types of information (phonological, semantic, syntactic) or for carrying out
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different types of functions (retention, selection). More routinized functions may
be carried out in temporal/parietal regions. Such claims are clearly speculative at
this point but may provide a basis for further investigation.
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