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Cognitive functions rely on the coordinated activity of neurons in
many brain regions, but the interactions between cortical areas
are not yet well understood. Here we investigated whether low-
frequency (α) and high-frequency (γ) oscillations characterize dif-
ferent directions of information flow in monkey visual cortex. We
recorded from all layers of the primary visual cortex (V1) and found
that γ-waves are initiated in input layer 4 and propagate to the
deep and superficial layers of cortex, whereas α-waves propagate
in the opposite direction. Simultaneous recordings from V1 and
downstream area V4 confirmed that γ- and α-waves propagate in
the feedforward and feedback direction, respectively. Microstimu-
lation in V1 elicited γ-oscillations in V4, whereas microstimulation in
V4 elicited α-oscillations in V1, thus providing causal evidence for
the opposite propagation of these rhythms. Furthermore, blocking
NMDA receptors, thought to be involved in feedback processing,
suppressed α while boosting γ. These results provide new insights
into the relation between brain rhythms and cognition.
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Areas of the visual cortex are arranged hierarchically, with
low-level areas representing simple features and higher

areas representing the more complex aspects of the visual world
(1, 2). Neurons in many visual areas are coactive during the
perception of a visual stimulus and it is difficult to disentangle
the influences of lower areas onto higher areas from the effects
that go in the opposite direction (3). Studies of visual cognition
could benefit enormously from markers of cortical activity that
distinguish between feedforward and feedback effects. One such
putative marker is cortical oscillatory activity, because oscil-
lations of different frequencies have been proposed to propagate
either in feedforward or in the feedback direction (4, 5), but
experimental evidence for this view is sparse (6).
Low-frequency rhythms, like the α-rhythm—which is particularly

pronounced in the visual cortex—have been proposed to charac-
terize spontaneous activity (7, 8) as the α-rhythm increases when
the subject closes the eyes (9). More recent observations have also
implicated α-oscillations in the active suppression of irrelevant,
unattended information (10, 11). In contrast, the high-frequency
γ-rhythm increases if visual stimuli are presented, and in particular
if they are task-relevant (12, 13). One influential hypothesis has
been that γ-oscillations play a role in feature binding (14), but later
studies cast doubt on this proposal (15, 16). A more recent hy-
pothesis holds that γ-oscillations facilitate the communication
between cortical areas (17), but both evidence in favor of this
proposal (18) and against it (19–22) have been presented. Although
the causal role of oscillatory rhythms in cognition is therefore not
undisputed, it would also be of great value if oscillations could be
used as markers for feedforward and feedback effects (23).
We therefore aimed to resolve, to our knowledge for the first

time, the laminar pattern of low- and high-frequency oscillations
in the primary visual cortex (V1) with a high spatial resolution

during a texture-segregation task that requires interactions
between visually driven activity and top-down influences from
higher areas. For comparison, we also examined oscillatory
coupling between V1 and extrastriate area V4 in the same task.
Moreover, herein we used two new causal approaches to test
directionality. First, we applied microstimulation in one area
while recording the oscillations in the other area. Second, we
locally infused blockers of AMPA and NMDA receptors thought
to be differentially involved in feedforward and feedback pro-
cessing (24, 25). All our results converged onto a straightforward
conclusion: γ-oscillations in the visual cortex travel in the feed-
forward direction, whereas α-oscillations index feedback effects.

Results
We first investigated the power and the timing of oscillatory activity
in the different layers of area V1. Anatomical studies demonstrated
that the feedforward input from the lateral geniculate nucleus
(LGN) arrives predominantly in layer 4C with a weaker input into
layer 6 (26), whereas feedback connections from higher visual areas
target layers 1, 2, and 5, avoiding layer 4 (27, 28). If α and γ activity
travel in opposite directions through the cortex, this might there-
fore be visible in the laminar profile of these rhythms in V1.
To measure oscillatory activity in V1, we recorded multiunit

neuronal activity (MUA) and local field potentials (LFP) using
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laminar electrodes that span the cortical depth with contact
points spaced 100-μm apart (Fig. 1 A and B). An important
advantage of these laminar electrodes is that they permit the
computation of the current-source density (CSD), which esti-
mates currents flowing into and out of neurons in different layers
(29, 30). We determined the cortical depth of the laminar elec-
trode in each recording session with the CSD response triggered
by the appearance of a checkerboard stimulus (31). The stimulus
evoked a characteristic CSD profile with a current sink in layer
4C and a current source in the deep layers (SI Appendix, Fig. S1).
These sinks and sources coincided with the onset of the visual
response in the MUA.

Oscillatory Activity in V1 in a Texture-Segregation Task. We trained
monkeys to carry out a figure-ground segregation task in which
they detected an orientation-defined figure (Fig. 1 C and D)
(32). The monkeys started a trial by directing their gaze to
a fixation point and, after a delay of 300 ms, a full screen texture
appeared with texture elements, with one orientation and
a square figure (4° size) of the opposite orientation (Fig. 1C).
After an additional 300 ms of fixation, the monkey made an eye
movement toward the figure to obtain a juice reward. On each
trial, the figure appeared at one of three locations at the same
eccentricity. In one of these conditions, the neurons’ receptive
fields (RFs) fell on the figure center; in the other two conditions
the RFs fell on the background (Fig. 1D). We balanced the
orientation of the line elements across trials so that the texture
elements inside the RFs were on average identical across con-
ditions, and we ensured that the RFs of none of the recording
sites overlapped with the figure edge. As previously reported
(32), MUA in V1 (24 penetrations with a total of n = 493 re-
cording sites, 13 penetrations in monkey S and 11 penetrations in
monkey E) was stronger if the neurons’ RF fell on the figure than
when it fell on the background (Fig. 2A), a modulatory effect
that most likely depends on feedback from higher areas (33–35).
Examination of the LFP also revealed a prominent signature

of figure-ground organization. The background texture evoked
a strong low frequency oscillation, which could be seen in single

trials (arrows in Fig. 2B), but the low-frequency oscillations eli-
cited by the figure were weaker. To further characterize these
oscillations, we computed the power spectrum in a window from
150 to 350 ms from stimulus onset. This analysis revealed
a prominent peak in the lower frequencies (5–15 Hz), which was
larger if the RF fell on the background than if it fell on the figure
(Fig. 2C and SI Appendix, Fig. S2 A and D) and also stronger
than in the prestimulus period (Fig. 2C and SI Appendix, Fig.
S2C) (t test, n = 493, P < 0.001 for both comparisons). We next
analyzed of the LFP–MUA coherence, focusing on the internally
generated oscillations by first subtracting the evoked potential
(SI Appendix, Fig. S3), and found that the MUA was also more
strongly locked to the low-frequency rhythm if the RF fell on the
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Fig. 1. Laminar recordings. (A) Lateral view of the macaque brain. Blue
region corresponds to area V1. (B) Laminar recording with the multisite
linear electrode (Plexon Inc. U-probe). (C and D) Texture segregation stim-
ulus with a figure of one orientation placed on a background with the or-
thogonal orientation. The neurons’ receptive field (circle) fell on the figure
(white square, not visible to the monkey) (C) or on the background (D).
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Fig. 2. Neuronal activity in the texture-segregation task. (A) Average MUA
response in V1 evoked by the figure (red trace) and the background (blue
trace) (n = 493 recording sites). Gray area highlights the modulation period
(150–350 ms after stimulus onset). (B) Example LFP responses in successive
trials at an example electrode, elicited by image elements of the figure (red)
and background (blue). Dotted line indicates the stimulus onset, arrows in-
dicate slow frequency oscillations. (C) Average LFP power spectrum (arbi-
trary units) evoked by the figure (red trace) and background (blue trace)
during the modulation period and the prestimulus period (200–0 ms before
stimulus onset) (black trace). (D) Average LFP–MUA coherence in the figure
(red trace) and background condition (blue trace) during the modulation
period, and the prestimulus period (black trace). The dashed lines indicate
the LFP–MUA coherence for shuffled trials. (E) LFP power spectra calculated
for the 50% trials with lowest (dark blue lines) and highest MUA response
(light blue lines) in the conditions with the RF on the background. (F)
Laminar profile of the increase in LFP power evoked by the background
(power is shown in pseudocolor, arbitrary units, log scale). Black arrow,
α-activity in the deep layers. Open arrow, γ-activity in upper layer 4 and the
superficial layers. (G) Laminar profile of LFP power in the α- (5–15 Hz) and
γ-band (40–90 Hz) in the conditions with the RF on the figure (red traces) and
background (blue traces). Shaded areas show SEM in all plots (n = 493 re-
cording sites), when they are difficult to see the SEM is small.
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background (Fig. 2D and SI Appendix, Fig. S2F). The spectral
resolution for the low frequencies was limited by the short du-
ration of the computational window (200 ms), but we obtained
a comparable results when we analyzed trials with longer re-
action times so that we could use a longer time window of 300 ms
(SI Appendix, Fig. S4). We also analyzed catch trials with a ho-
mogeneous background where the monkeys were required to
maintain gaze on the fixation point for 700 ms (SI Appendix, Fig.
S5 A–C). The MUA in these catch trials was similar to when the
figure was placed outside the neurons’ RF (SI Appendix, Fig.
S5H). The LFP power spectrum and the LFP–MUA coherence
in the catch trials were similar to that in the background con-
dition (time-window of 550 ms; spectral resolution of ∼1.8 Hz)
with a peak at ∼10 Hz, indicative of an α-oscillation (SI Ap-
pendix, Fig. S5 F and G). The α-peak also remained in a later
time-window (400–700 ms after stimulus onset) (SI Appendix,
Fig. S5I), confirming that the α-oscillation did not depend on the
initial stimulus-evoked activity. The increase of the α-rhythm
when the RF fell on the background compared with when it fell
on the figure and compared with the prestimulus period is in line
with previous reports that α indexes the suppression of irrelevant
information (10, 11). Moreover, we found that trials with more
LFP α-power (5–15 Hz) had a weaker MUA response (Fig. 2E)
(corrected coefficient = −0.05, t test, n = 493, P < 0.05) (36) in
further support of this idea.
In contrast to the low-frequency rhythm, the γ-rhythm was

stronger in the figure representation than in the background.
This increase in γ was visible in the LFP power spectrum (Fig. 2C
and SI Appendix, Fig. S2 A and E) and also in the coherence
between the MUA and the LFP (Fig. 2D and SI Appendix, Fig.
S2G) (t test, n = 493, P < 0.001 for both comparisons). When we

sorted trials according to γ-power (40–90 Hz), trials with a higher
γ were associated with a stronger MUA response (Fig. 2E)
(corrected coefficient = 0.3, t test, P < 0.001) (37). We also in-
vestigated the intermediate β-band (15–30 Hz), but β-power and
coherence were only weakly modulated by the task (Fig. 2 C and
D and SI Appendix, Fig. S2A). The weak β-oscillations differen-
tiate V1 from the primary somatosensory cortex, where β-power
is much more prominent (38).
To analyze the profile of LFP power across the layers, we

divided them into four compartments: layers 1/2, layer 3, layer 4,
and layers 5/6. The α-power was strongest in layers 5/6 (t test, n =
24 penetrations, all Ps < 0.001) with a secondary peak in layer 1/2
(layers 1/2 higher than layers 3 and 4; t test, P < 0.001) (Fig. 2 F
and G) as has been observed previously (13, 39). In contrast,
γ-power was stronger in layer 3 than in the other layers (Fig. 2 F and
G) (t-test, allPs< 0.001) (39, 40).The laminar pattern ofLFPpower
was similar, irrespective of whether the RF fell on figure or ground
(Fig. 2G). Thus, the cortical mechanisms that generate the α- and
γ-rhythm appear to be similar for the figure and background, but
task-relevance modulates the amplitude of these rhythms.

Propagation of α- and γ-Oscillations Through the Layers of V1. The
use of a laminar electrode with a fine spacing between contact
points provided us with a unique opportunity to investigate the
propagation of rhythmic activity from one layer to the next. We
investigated the LFP in all layers, aligning activity to the LFP
troughs in layer 4C (SI Appendix, Fig. S6). To detect the time of
α-troughs we filtered the LFP between 8 and 12 Hz and regis-
tered the times of the minima. These narrow filter settings were
only used to detect trough times; all further analyses were per-
formed with the broad-band LFP signal (SI Appendix, Fig. S6D).
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We used the α-trough time-points to compute the average trough-
aligned LFP, in the same way that one would align the LFP to the
stimulus presentations to compute the evoked potential. We
applied this analysis to the broad-band LFP in the background
condition where α was most pronounced and averaged across
all penetrations (n = 24). In the LFP, the α-oscillations were
relatively coherent across cortical depth (Fig. 3A), but this
signal also contains contributions from volume conduction.
The CSD provides a local measure for the sinks and sources
underlying the LFP in the different layers. The CSD profile had
the shape of a chevron, with a succession of sinks starting in
feedback recipient layers 1, 2, and 5 that propagated toward
layer 4 during the α-cycle (Fig. 3B). The MUA was also coupled
to the LFP troughs (Fig. 3C), as predicted by the significant
coherence between these signals in the α-range (Fig. 2D). In-
terestingly, we also observed phase differences between MUA in
different cortical layers. The earliest MUA coincided with the
current sinks in layers 1, 2, and 5 (Fig. 3C). MUA in layer 4
lagged MUA in the deep and superficial layers by 12 and 10 ms,
respectively (Fig. 3D) (t test, n = 24 penetrations, both com-
parisons P < 0.005). When we repeated this analysis for other
frequency bands, we found that MUA in superficial and deep
layers preceded MUA in layer 4 for all frequencies between 5
and 15 Hz (SI Appendix, Fig. S7). The same laminar profile was
found before stimulus onset, indicating that it was general fea-
ture of α-oscillations, which did not depend on the presence of
a visual stimulus (SI Appendix, Fig. S8).
The phase lags in the MUA were less pronounced than in the

CSD (Fig. 3 B and C), smaller phase differences that might be
explained by the neurons’ extended dendritic trees. Neurons
sample synaptic input from multiple layers so that the timing of
somatic spikes across layers might become more similar than the
timing of synaptic inputs in different layers. For example, some
layer 4 cells receive input trough their dendrites in layer 2/3 so
that they can start to fire action potentials before the α-related
synaptic input arrives in layer 4. To directly investigate the phase
relationship between spikes and synaptic input, we analyzed the
coherence between the MUA and the layer-specific CSD for the
α-frequencies (Fig. 4A). In this analysis, we averaged MUA
across layers, but we obtained qualitatively comparable results if
we separately analyzed MUA from the superficial layers, layer 4,
or deep layers (SI Appendix, Fig. S9). We found four coherence
peaks, in layers 1/2, 4, 5, and 6. The phase analysis for the
α-rhythm revealed that MUA was in phase with sinks in layers 1/2
and 5 [mean phase advance of CSD sink relative to MUA in L1/2,
23± 6° (SEM); L5,−2± 8°; n= 24] but with sources in layers 4 and
6 (mean phase in L4,−174± 7°; L6, 171± 5°). These results suggest

that the spikes locking to the α-rhythm are driven by sinks in layers
1/2 and 5, which are the main targets of feedback connections.
We next analyzed the propagation of activity during γ-oscil-

lations. We detected troughs by filtering the LFP between 55 and
65 Hz and then used these time-points to analyze the broad-band
LFP, CSD, and the MUA (SI Appendix, Fig. S6). Strikingly,
γ-oscillations exhibited the opposite sequence of sinks across the
layers (Fig. 3 E–G). The γ-cycle started with a sink in layer 4, the
recipient of feedforward input, and the sinks then propagated to
the superficial and deep layers. Spiking activity in layer 4 co-
incided with the layer 4 current sink, and was delayed by 1 ms in
the deep layers (t test, n = 24, P < 0.05) and by 2 ms in the
superficial layers (P < 0.005) (Fig. 3H) (41), a phase delay that
occurred for all frequencies between 20 and 100 Hz (SI Appen-
dix, Fig. S7). The analysis of γ-coherence between MUA and
CSD revealed two peaks. The first coherence peak reflected the
coincidence of the MUA with a current sink in layer 4 [mean
phase advance of CSD sink relative to MUA: 17 ± 4° (SEM); n =
24] and the second coherence peak occurred in layer 6, where a
current sink lagged the MUA by 116 ± 5° (Fig. 4B). These results
suggest that the γ-cycle starts with excitatory input into layer 4,
the main target of feedforward connections from the LGN.
The propagation of α- and γ-oscillations through the layers

was highly consistent between monkeys (SI Appendix, Fig. S10).
Interestingly, it was also relatively invariant across conditions
with the RF on the background (Fig. 3), the figure (SI Appendix,
Fig. S11 A–F), and catch trials (SI Appendix, Fig. S11 G–L). We
observed a comparable invariance in the phase relation between
CSD and MUA, which did not depend strongly on the presence
of a figure in the RF (compare Fig. 4 with SI Appendix, Fig. S12).
Thus, figure-ground segregation influences the amplitude of the
oscillations, but the cortical mechanisms that generate these
rhythms appear to be invariant.
We replicated these results with a phase coherency analysis

that does not depend on the detection of troughs. We analyzed
the phase of the CSD and MUA in the different layers relative to
the LFP in layer 4. For the γ-oscillations, the phase of the CSD
and MUA in layer 4 was earlier than that in the other layers (SI
Appendix, Fig. S13) (t test, n = 24, P < 0.001 for both MUA and
CSD), in accordance with the feedforward laminar profile.
α-Oscillatory activity showed the opposite profile with a phase
advance of the deep and superficial layers relative to layer 4
(SI Appendix, Fig. S13) (P < 0.001 for both MUA and CSD).
Thus, the opposite propagation of α- and γ-oscillations through
the cortical layers is a robust finding that does not depend on
details of the analysis method.
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We complemented the analysis of phase differences by mea-
suring Granger causality between the CSDs in the different
layers. If oscillations are propagated between layers, then activity
in one layer should forecast activity in the next better than the
other way around, implying a significant directionality in the
Granger causal interactions (38). As a first step in this analysis,
we calculated the average coherence of CSDs between sites on
the laminar probe with a distance of 200 μm, and found peaks at
10 and 80 Hz (SI Appendix, Fig. S14), in accordance with the
LFP–MUA coherence (Fig. 2D). The Granger causality analysis
also revealed a peak around 10 Hz, in accordance with a previous
study (42), and a broader peak in the γ-range (SI Appendix, Fig.
S15). Fig. 5 summarizes the Granger–causal interactions be-
tween layers with a significant directionality in the α- and
γ-range. It can be seen that Granger causality in the α-range was
directed from the superficial and deep layers toward layer 4, in
accordance with the analysis of phase differences (Fig. 3B). The
Granger causality showed a strong directionality from layer 5 to
layers 6, 4C, 4AB, and 3 (permutation test, P < 0.001), from layer
1/2 to layer 3 (permutation test, P< 0.001), and from layer 3 to layer
4AB (permutation test, P < 0.001), indicating that the α-rhythm

originates from the feedback recipient layers in V1. The Granger
causality in the γ-range (30–90 Hz) showed a strong directionality
from layer 4AB to layer 3, from layers 4C to layer 5 and 6, and from
layer 6 to layer 5 (permutation test, all Ps < 0.001) (Fig. 5 and SI
Appendix, Fig. S15), in line with the trough-triggering analysis
(Fig. 3), implying that the γ-rhythm originates from the V1 layers
that receive feedforward input from the LGN.

Curve-Tracing Task. Texture-defined figures are intrinsically sa-
lient and induce stimulus-driven attention shifts (43). We
therefore investigated if these results generalize to another task
where the attention shifts depend on familiarity with the task.
Two monkeys mentally traced a target curve, which was con-
nected to a red fixation point, while ignoring three distractor
curves (Fig. 6 A and B). We showed previously that subjects solve
this task by directing attention to the target curve and by ignoring
the distractors (44, 45). The monkeys viewed the stimulus for
750 ms, and we ensured that the contour element in the neurons’
RF was the same across conditions so that we could directly
investigate the influence of attention shifts on neuronal activity
in V1 (eight penetrations in monkey R and eight penetrations
in monkey E, with a total of n = 365 recording sites). As in
previous work (e.g., ref. 46), the attended curve evoked a
stronger MUA response than the distractor curves (Fig. 6C) (P <
0.001, sign-test). Also in this task, the ignored curve elicited a
low-frequency oscillation that was visible in individual trials (Fig.
6D), and we could now examine LFP power and LFP–MUA
coherence in a longer time window (from 200 to 750 ms after
stimulus onset) (Fig. 6 E and F). Our results replicated those in
the texture-segregation (compare with Fig. 2). The distractor
curve evoked a significant increase in low frequency power (P <
0.001, sign-test), whereas the target curve elicited stronger power
in the γ-frequency range (P < 0.001, sign-test). The LFP–MUA
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coherence revealed that MUA was locked to these rhythms (Fig.
6F) and demonstrated that the center frequency of the low-
frequency oscillation was 10 Hz. Moreover, the propagation of
neuronal activity through the cortical layers was comparable to
that in the texture-segregation task (SI Appendix, Fig. S16), im-
plying that these results generalized across tasks.

Coupling Between V1 and V4. We found that γ-waves start in input
layer 4, whereas α-waves start in feedback recipient layers 1, 2,
and 5. Is this opposite progression of oscillations through the
cortical layers associated with corresponding time-lags between
lower and higher visual areas? Previous studies in cats and using
EEG recordings in humans suggested a phase lead of lower areas
over higher areas for γ-oscillations and a phase lag for α-oscil-
lations (6, 47, 48). To investigate the synchrony between areas of
the monkey visual cortex in the texture-segregation task, we si-
multaneously recorded the LFP in V1 and downstream area V4
with chronically implanted microelectrode arrays, with an elec-
trode length of 1 or 1.5 mm, in two other monkeys (n = 34 re-
cording sites in V1, n = 36 recording sites in V4, 7 recording
sessions) (Fig. 7A). The V1 and V4 RFs overlapped (SI Ap-
pendix, Fig. S17). We first examined the coherence between the
LFPs in the two areas in the background condition and observed
that it was significant for both the α- and the γ-range compared
with a shuffle control (t test, n = 1,224 pairs, P < 0.001) (Fig. 7B).
For the coherence and power analysis, we referenced the LFP to
another electrode within the same array (interelectrode distance
of 0.4 mm). The interareal coherence was much lower than in
a recent study using epidural EEG recording above V1 and V4
(49) (interelectrode distance of 2–3 mm), as predicted by pre-
vious work (50). Indeed, the coherence between the V1 and V4
LFP referenced to a low impedance epidural electrode was two
orders-of-magnitude higher (blue in Fig. 6B), but coherence com-
puted in this way may also contain the contribution of sources that
are picked up by the common reference. We next examined the
phase relation (epidural reference) and observed a phase-lead
of area V4 for the lower frequencies (Fig. 7C), which increased
with frequencies between 5 and 12 Hz. This finding is consistent
with a relatively fixed time delay between V4 and V1 that trans-
lates into larger phase lags at higher frequencies. The slope of the
phase relation provides an estimate of this delay for the α-band,
which was ∼9 ms (limitations of this method have been pointed
out by ref. 51). The slope inverted above 15 Hz, and the V1
phase lag changed into a phase lead in the γ-band. Although less
linear, the slope of this phase relation in the γ-range suggested
that V1 led V4 by ∼3 ms. We used Granger causality (global
reference) to further investigate the directionality of the cou-
pling between V1 and V4 (Fig. 7D). We observed a narrow peak
around 10 Hz directed in the feedback direction, from V4 to V1
(permutation test, P < 0.01). In contrast, Granger causality in the
γ-range was stronger in the feedforward direction, from V1 to V4
(permutation test P < 0.01), in accordance with the analysis of
phase delays (Fig. 7C). Thus, the interareal coupling during
figure-ground segregation supports the hypothesis that γ- and
α-rhythms index feedforward and feedback processing, respectively.

Microstimulation in V1 and V4. We next tested this hypothesis with
a causal approach by combining electrical microstimulation in
one area with the recording of LFP in the other area, in two
monkeys (six and eight recording sessions with stimulation in V1
and V4, respectively). We again used the chronically implanted
microarrays with overlapping RFs, but we now stimulated one
area and recorded neuronal activity in the other one. We applied
microstimulation in V1 for 20 ms (five pulses at 200 Hz; am-
plitude 50–100 μA), starting 150 ms after the onset of the texture
segregation stimulus. Microstimulation had a negligible effect on
the monkeys’ accuracy (above 98%), which was expected because
the task was not designed to provide sensitive measures of the

monkeys’ performance. It induced γ-oscillations in V4 (t test, n =
36 V4 recording sites, P < 0.001, 200–250 ms after stimulus
onset, both in the figure and background condition) but had little
effect on V4 α-power (P > 0.3, 150–350 ms after stimulus onset)
(Fig. 8 A–C). The effect of V1 microstimulation did not strongly
depend on whether the neurons’ RF fell on the background (Fig.
8B) or figure (Fig. 8C). Moreover, a similar effect occurred if
microstimulation occurred in the fixation epoch, 150 ms before
the texture was presented (t test, n = 36, P < 0.001 for γ; P > 0.25
for α) (Fig. 8D). Thus, the effect of V1 microstimulation on V4
power did not depend strongly on the visual stimulus, which is in
accordance with a driving effect of the feedforward connections.
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Fig. 8. Effects of microstimulation in areas V1 and V4. (A) Effect of micro-
stimulation of V1 on the LFP power spectrum in V4. Stimulation (five pulses,
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150 to 170 ms after stimulus onset in the texture segregation task. The power
in each time bin represents the center of a time window (Morlet wavelet) with
a length equal to one cycle of the corresponding frequency. (B and C) Power
spectrum in V4 with (lighter curve) and without V1 microstimulation (darker
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We also carried out the opposite experiment, microstimulating
in V4 while recording in V1. If the neurons’ RF fell on the back-
ground, V4 microstimulation with the same timing (amplitude
30–60 μA) caused an increase in the V1 α-rhythm (t test, n = 34
V1 recording sites, P < 0.001, 150–350 ms after stimulus onset),
but it suppressed the γ-rhythm (P < 0.05, 200–250 ms after
stimulus onset) (Fig. 8 E and F). The effect of V4 micro-
stimulation on V1 was stimulus-dependent. If the figure fell in the
neurons’ RFs, it blocked the increase in α elicited by V4 micro-
stimulation as well as the decrease in gamma (Fig. 8G). In-
terestingly, V4 microstimulation also had little effect on V1 power
in the fixation epoch, when the monkeys were looking at a blank
screen (t test, n = 34, P > 0.5 for α and γ, 150–0 ms before stimulus
onset) (Fig. 8H). Thus, V1 neurons are particularly susceptible for
the V4 feedback effects when their RFs fall on the background.
Furthermore, these microstimulation results, taken together,
provide causal evidence that γ-oscillations travel in the feedfor-
ward direction, whereas α-waves travel in the feedback direction.

Pharmacological Intervention in V1. We used pharmacology as an
additional causal method to probe the directionality of α- and
γ-oscillations. Theoretical studies proposed that the feedforward
drive of a cortical neuron depends on AMPA-receptors, whereas
feedback effects depend more on NMDA-receptors (24). A re-
cent neurophysiological study using the texture-segregation task
demonstrated that AMPA-blockers indeed reduce the visually
driven response, whereas NMDA-blockers decrease the differ-
ence in activity evoked by the figure and background (25), which
depends on feedback connections (33, 35). If α-oscillations signify
feedback processing, then α-power might decrease if NMDA-
receptors are blocked. We used laminar probes with a fluid
line for local pressure injection of small quantities (<80 nL) of
pharmacological substances in V1 while the monkeys carried out
the texture-segregation task (SI Appendix, Fig. S18A). We first
measured the effective diffusion distance of our injections with
CNQX (an AMPA-receptor blocker), which reliably reduces neural
responses. CNQX injections reduced neural activity over a distance
of ∼1.5 mm (SI Appendix, Fig. S18B).
To block NMDA-receptors, we applied the broad-spectrum

NMDA-antagonists APV (8 penetrations in two monkeys) and
ifenprodil, which blocks NMDA-receptors with the NR2B sub-
unit (11 penetrations in two monkeys). The small drug injections

generally did not interfere with the monkeys’ accuracy, which
was higher than 97%, but they did have a profound influence on
the power spectrum of the LFP. Both NDMA-receptor blockers
suppressed the α-frequencies of the LFP and enhanced the
γ-frequencies (Fig. 9). These effects occurred if the neurons’ RF
fell on the background (Fig. 9 A and B) (t test, APV n = 156 sites,
ifenprodil n = 200, both drugs P < 0.001 for α; P < 0.05 for APV
and P < 0.001 for ifenprodil for γ) and also if it fell on the figure
(Fig. 9 D and E) (both drugs P < 0.001 for α; P < 0.05 for APV
and P < 0.001 for ifenprodil for γ). The two NMDA-blockers
have opposing effects on visually driven activity (25), which implies
that their influence on α- and γ-oscillations are not caused by
changes in neuronal excitability. In the control experiments where
we blocked the AMPA-receptors with CNQX (n = 113 sites in
seven penetrations in two monkeys), we observed a reduction in
the LFP power across all frequencies (Fig. 9 C and F) (t test, n =
113, P < 0.001 for α and γ in either stimulus condition), as is
expected for a drug that causes a general decrease of cortical
activity. Thus, NMDA-receptor activity is important for the
α-rhythm, which fits with the relatively long time constant of these
receptors (52) and is in accordance with their role in feedback
processing (24, 25).

Discussion
Our results provide four convergent lines of evidence that the
γ-rhythm is a signature of feedforward processing, whereas the
α-rhythm indexes feedback effects. First, our results demonstrate,
to our knowledge for the first time, that γ-waves start in layer 4,
the input layer of cortex, and are then propagated to the su-
perficial and deep layers. α-Waves are initiated in layers 1, 2, and 5,
the targets of corticocortical feedback connections in V1 (27) and
propagate in the opposite direction, toward layer 4. Second, si-
multaneous recordings in V1 and V4 showed that the γ-rhythm
propagates from V1 to V4, whereas the α-rhythm propagates in
the opposite direction. Third, electrical microstimulation provided
the first causal evidence that feedforward processing induces
γ-oscillations in a higher visual area and that feedback causes
α-activity in a lower area. Fourth, we found that local application
of blockers of the NMDA-receptor, which is important for
feedback effects (25), suppressed α-oscillations and enhanced
γ-oscillations. Taken together, these results provide strong evi-
dence for the opposite directionality of α- and γ-oscillations.
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Figure-ground organization mainly influenced the amplitude
of the oscillations but their laminar patterns remained the same,
and we obtained similar results with shifts of attention in the
curve-tracing task. Thus, task-relevance influences the amplitude
of the rhythms, but the cortical mechanisms that generate them
appear to be task and stimulus invariant.

Mechanisms Underlying the α-Rhythm.Our analysis of the coherence
between MUA and the CSD during α-oscillations revealed that
spikes coincide with sinks in feedback recipient layers 1/2 and 5
(27, 28) and with sources in layers 4 and 6 (26) (Fig. 4). This
finding is of considerable interest because layer 5 cells, thought
to be involved in the generation of α (53, 54), are particularly
sensitive to coincident input to their basal and apical dendritic
trees (55, 56) and their apical dendrites have a resonance in the
5- to 10-Hz frequency range (5, 57). α-Coherence between
spikes and the CSD was also measured by Bollimunta et al. (42)
but the present study is, to our knowledge, the first to resolve
the laminar pattern with a high resolution because of a denser
spacing of contact points on the electrodes.
The sinks that started in layers 1/2 and 5 propagated toward

input layer 4 during the α-cycle. We obtained a similar result for
MUA, which also started in the superficial and deep layers and
was delayed in layer 4 during the α-cycle. The propagation of
activity toward layer 4 could rely on the input it receives from
layers 5/6 (58-61) and 2/3 (60). The results therefore support the
hypothesis that α is a signature of feedback effects.

Mechanisms Underlying the γ-Rhythm. Our data revealed that
spiking activity during the γ-cycle coincided with a sink in layer
4C, which was followed by a succession of sinks propagating
toward the superficial and deep layers. Moreover, layer 4 MUA
locking to the γ-rhythm preceded MUA in superficial and deep
layers, in line with a previous study in squirrel monkey (41).
These results suggest that the γ-oscillation in V1 is elicited by
thalamic input, which is in accordance with the finding that trials
with a stronger MUA response also elicited more γ. In combination
with in vitro studies demonstrating that γ-oscillations are of cortical
origin (5), our results suggest that the thalamic input enables a
cortical loop that generates these high-frequency rhythms.
Our laminar recordings thereby provided new mechanistic

insight into generation of cortical rhythms. The opposite direc-
tionalities of γ- and α-oscillations represent a strong constraint
for cortical circuit models that aim to explain the generation of
these rhythms.

Directionality Between V1 and V4. The simultaneous V1–V4 record-
ings demonstrated that the opposite directionalities of the α- and
γ-rhythms coexist for a single combination of visual cortical
areas within a single task. The relationship between the fre-
quency and phase-delay in the two areas suggested that V1
leads V4 by 3 ms for the γ-rhythm but lags V4 by 9 ms for α.
This difference between time-lags may seem surprising because
feedforward and feedback connections have similar conduction
times (62), but our pharmacological results suggest that it may
be explained by a difference in synaptic integration. The time
constant of NMDA channels, which play a role in the feedback
effects, is longer than that of AMPA channels that are impor-
tant for the feedforward propagation of activity to higher visual
areas (25).
Our analysis of phase shifts and Granger causality between V1

and V4 confirmed the propagation of α-waves in the feedback
direction, in accordance with some (48, 63) but not all (64)
previous EEG-recordings in humans. At first sight, this result
appears to contradict a recent finding that Granger causality
between V1 and V2 in the α-range is strongest in the feedfor-
ward direction (18). We suspect that methodological differences
(the previous study only selected electrode combinations with

high γ-coherence) and perhaps differences between tasks are
responsible for this discrepancy.
The feedforward signature of γ is in line with recent studies

showing stronger Granger causality for γ from V1 to V2 and from
V1 to V4 than in the opposite direction (18, 49, 65). It is also
reminiscent of a study in cats, showing that γ-oscillations propa-
gate from the LGN to V1 with an average delay of ∼2 ms (47).
A modeling study by Vierling-Claassen et al. (66) suggested

that pyramidal cells interact with fast-spiking interneurons to
generate γ-oscillations, whereas they interact with low-threshold
spiking interneurons to generate the α-rhythm. In this context,
our findings raise the possibility that feedforward connections
preferentially influence the putative loop that involves fast-spiking
cells, whereas feedback connections target low-threshold spiking
interneurons, a hypothesis that could be explored in future work
(e.g., by recording from genetically identified single neurons
during α- and γ-oscillations in mice).

Causal Tests of Directionality. To our knowledge, our electrical
microstimulation experiments provide the first causal evidence
that feedforward processing induces γ-oscillations in a higher vi-
sual area and that feedback causes α-activity in a lower area. We
used electrode arrays for microstimulation, positioned 1 or 1.5 mm
below the cortical surface; they were presumably in layers 4 or 5,
but the effects of microstimulation on neuronal activity are rela-
tively homogeneous across cortical depth (67, 68). Microstimula-
tion activates axons in the vicinity of the electrode tip (68, 69) and
can cause orthodromic and antidromic stimulation effects in an-
other area. Antidromic effects occur if axon terminals of pro-
jection neurons are stimulated and action potentials travel back
to their cell-bodies in another area. Orthodromic effects occur
either by the direct or by transsynaptic activation of projection
neurons with cell bodies in the area that is stimulated. At the
current levels used by us, most neurons are stimulated trans-
synaptically (68). Accordingly, previous studies demonstrated
that orthodromic stimulation effects are many times stronger
than antidromic effects even between areas with strong direct
projections (62, 70, 71). The direct connectivity between V1 and
V4 is relatively sparse (72), and the antidromic contribution to
our findings was therefore presumably even smaller than in these
previous studies.
V4 microstimulation only caused an increase in V1 α if the

neurons’ RF fell on the background (Fig. 8). This finding is
important for two reasons. First, antidromic stimulation effects
should be invariant across visual stimulation conditions. The
stimulus dependence of V4 microstimulation effects therefore
confirms the predominance of orthodromic, transsynaptic stim-
ulation effects. Second, the finding that V4 stimulation only in-
duced α in V1 if the neurons’ RFs fell on the background suggests
that α-oscillations are signature of suppressive feedback effects.
This suggestion is supported by our finding that trials with strong
α were associated with a weak MUA response, as well as pre-
liminary results that V4 microstimulation reduces firing rates of
V1-neurons in the texture-segregation task (73). The influence of
V4 stimulation on the V1 α-rhythm could be generated by the
cortico-cortical feedback connections, but our results do not
exclude the possibility that these effects are mediated in part
through the thalamus (74). Specifically, connections from the
pulvinar also target the superficial layers of V1 and may provide
a source of top-down influences (75–77). We used V1 micro-
stimulation to probe the feedforward effects and found that it
elicited γ-power in area V4 without a strong influence on the V4
α-rhythm. Interestingly, this increase in γ was relatively indepen-
dent of the visual stimulus in the neurons’ RF, in accordance with
a driving influence of the feedforward connections, and indeed,
our preliminary results revealed that V1 microstimulation in-
creases V4 spiking activity (73).
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Our second causal experiment influenced the activity of glu-
tamate receptors with a pharmacological approach. Theoretical
work (24) implicated NMDA-receptor activity in cortico-cortical
feedback effects. A recent study (25) confirmed this predic-
tion by demonstrating that figure-ground modulation in V1, which
depends on feedback (35), indeed requires NMDA-receptor
activity, whereas visually driven activity in V1 primarily depends on
AMPA-receptors. Thus, NMDA-blockers reduce feedback
influences, and our finding that they reduce α-oscillations is in line
with the hypothesis that α-oscillations signify feedback effects.
This finding is also in accordance with previous results in cortical
slices where NMDA blockers suppress the lower frequencies
(53). At the same time, we found that NMDA-receptor blockers
enhanced γ-oscillations, in accordance with previous results
obtained with the systemic application of NMDA antagonists in
rodents (78) and with local application in the visual cortex of
monkeys (79).

The Influence of Perceptual Organization on the α- and γ-Rhythm.
The finding that the γ- and α-rhythms signal feedforward and
feedback processing is neutral with respect to their putative role
in information processing. Many studies have reported that selective
attention enhances the γ-rhythm (12, 13, 49, 80). The increased γ
may be instrumental in the propagation of sensory information
toward higher areas (17), but it could also be a side-effect of a
more efficient feedforward information flow for attended stim-
uli. Earlier studies reported that the presentation of a visual
stimulus suppresses the α-rhythm (8, 80–82). Our laminar record-
ings only revealed α suppression at the representation of the figure
and only in the middle and superficial layers (Fig. 2G), in line with
recent studies (13, 83). The selective enhancement of the α-rhythm
in the background of the texture stimulus and its association with
weaker neuronal activity suggests that it reflects the active sup-
pression of irrelevant information (10, 11, 84). Such a suppres-
sive feedback effect is in accordance with a role of corticocortical
feedback in surround suppression (85–87) and inhibitory effects
of selective attention in early visual areas (88, 89). A previous
model of the interactions between cortical areas for texture
segregation proposed that the orientation of the image elements
that are part of the figure is registered in higher visual areas,
which feedback to suppress V1 responses to background elements
with the orthogonal orientation and disinhibit activity evoked by
figural image elements with the same orientation (90). The pu-
tative disinhibitory top-down feedback influence on the figure
representation is in line with the low α-power with the figure in
the neuron’s RF. Our results do not exclude that feedback, in
addition to its putative disinhibitory effect, also has direct

excitatory effects to enhance the neuronal representation of
relevant image elements (91, 92). Such an excitatory feedback
signal might be weaker, or not show up in a spectral analysis if it
targets different synapses that do not cause synchronized activity.
Our experiments with the curve-tracing task and a comparison
with previous work (12, 13, 49, 80) indicate that the effects of
task-relevance of α- and γ-power generalize across tasks.
Irrespective of the precise functional significance of these brain

rhythms, our results demonstrate that α- and γ-oscillations charac-
terize feedback and feedforwardprocessing in the visual cortex. This
new insight can now be exploited to gain a deeper understanding of
the role of feedforward and feedback influences in visual cognition.

Experimental Procedures
Six adult macaque monkeys (S, E, R, B, J, and C) were trained to do a texture-
segregation task. A texture stimulus was presented 300 ms after the monkey
directed gaze to a fixation period. The stimulus was a whole-screen texture
with one orientation with a figural region of 4 × 4° with the orthogonal
orientation (Fig. 1 D and E). After another fixation epoch of 300 ms, the
monkey received a reward for making a saccade to the texture-defined
figure. The figure could appear at three possible locations, with the location
of the figure rotated by 120°. The texture stimuli were constructed so that
on average, precisely the same contour elements were present inside the RF
across the different conditions (details in SI Appendix).

In monkeys S, E, and R extracellular recordings in V1 were performed with
multicontact “U” probes (Plexon) with 24 contact points spaced 100-μm
apart. A fluid line allowed the application of pharmacological substances by
pressure injection with a Hamilton syringes (1 μL). The depth of the probe
was determined by measuring the CSD evoked by a full-screen 100% con-
trast checkerboard. We estimated the location of the border between layer
5 and layer 4C as the polarity reversal from current sinks in layer 4C to
current sources in the deep layers (SI Appendix, Fig. S1).

In monkeys B, J, and C we obtained extracellular recordings in V1 and V4
using grids of 4 × 5 microelectrodes (Cyberkinetics Neurotechnology Sys-
tems). For the power and coherence analysis we locally referenced the LFP to
an electrode within the same array. For the electrical microstimulation
experiments, we delivered trains of five biphasic pulses of 500-μs duration at
a frequency of 200 Hz with an amplitude in the range of 30–100 μA. The
anode and cathode electrode were on the same array, reducing the stimu-
lation artifact in the other area where we recorded LFPs. Statistical signifi-
cance was assessed using paired Student t tests. See SI Appendix for further
information about the paradigm, neuronal recordings and data analysis.
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Supplementary Methods 

Stimuli and Task 

We trained 6 adult macaque monkeys (S, E, R, B, J and C) to perform the texture segregation 

task. A trial began with the fixation point (a red circle of 0.3
o
 diameter) presented on a grey 

background and the monkey began the trial by directing gaze to a one degree fixation window 

centred on the fixation point. After 300ms of fixation the texture stimulus was presented. After a 

further 300ms, the fixation circle was extinguished and the monkey was required to make a 

saccadic eye-movement into a target-window (4 degrees diameter) centered on the figure 

position. Correct responses were rewarded with apple juice. Trials in which the animal broke 

fixation before the fixation point was extinguished were aborted. On 25% of trials we presented a 

homogeneous texture without a figure (catch condition) and the animals were rewarded for 

carrying on fixating within the fixation window for a further 400ms. All stimulus conditions 

were presented in a pseudorandom order.  

All stimuli were generated using in-house software and were presented on a CRT monitor 

with a resolution of 1024x768 pixels and refresh rate of 85Hz, which was viewed from a distance 

of 75cm. The figure-ground stimuli were full-screen bitmaps of textures consisting of black 

oriented line elements (45 and 135 orientation) on a white background. Two bitmaps of each 

texture orientation (i.e. two leftwards oriented and two rightwards oriented textures) were made 

with randomly placed elements (5345 elements per bitmap with a thickness of 1 pixel and a 

length of 16 pixels). To make the figure stimuli, a square region of one bitmap of 4 x 4 degrees 

with the center located on the RF was copied onto the same position of a full-screen bitmap of 

the orthogonal orientation. Four different versions of each stimulus were made by combining 

each texture with a figure from one of the two orthogonal textures. These four texture-
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combinations were shown in a counter-balanced order, ensuring that on average precisely the 

same contour elements were present inside the RF across the different conditions. Two 

background conditions were created by rotating the location of the figure 120 or 240 degrees 

around the fixation point. 

Surgical procedures 

The animals underwent two surgeries under general anesthesia that was induced with ketamine 

(15mg/kg injected intramuscularly) and maintained after intubation by ventilation with a mixture 

of 70% N2O and 30% O2, supplemented with 0.8% isoflurane, fentanyl (0.005mg/kg 

intravenously) and midazolam (0.5mg/kg/h intravenously). In the first operation a head holder 

was implanted and in monkeys S, E, B, J and C a gold ring was inserted under the conjunctiva of 

one eye for the measurement of eye position (we measured the eye position of monkey R with a 

camera system). The monkeys were then trained until they could reliably perform the task. In 

monkeys S, E and R a recording chamber (Crist Instruments) was subsequently implanted over 

the operculum of V1 and a craniotomy was performed inside the chamber for the laminar 

recordings. In monkeys B, J and C multiple grids of 4x5 microelectrodes with 1-1.5 mm length 

needles (Cyberkinetics Neurotechnology Systems Inc.) were chronically implanted in areas V1 

and V4. The 1 mm electrode tips are likely to end up in layer 4 and the 1.5mm tips in layer 4 or 

just below in layer 5. All procedures complied with the NIH Guide for Care and Use of 

Laboratory Animals (National Institutes of Health, Bethesda, Maryland), and were approved by 

the institutional animal care and use committee of the Royal Netherlands Academy of Arts and 

Sciences.  
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Data acquisition and preprocessing 

Neuronal data was collected with TDT (Tucker Davis Technology) recording equipment using a 

high-impedance headstage (RA16AC) and a preamplifier (either RA16SD or PZ2) with a high-

pass filter of 2.2Hz, a low-pass filter of 7.5 kHz (-3dB point) and sampled with a rate of 

24.4kHz. As in previous studies (1-3), the digitized signals were band-pass filtered (500Hz-

5kHz), full-wave rectified and low-pass filtered (200Hz) to produce an envelope of the multi-unit 

activity (MUA). This MUA signal provides an average of spiking activity of a number of 

neurons in the vicinity of the tip of the electrode and the population response obtained with this 

method is therefore expected to be identical to the population response obtained by pooling 

across single units (4). For the spectral properties of neuronal activity, MUA gives a higher 

signal-to-noise ratio than single unit data (1, 5). We applied a low-pass filter (<200Hz) to record 

the local field potential (LFP).  

We used multi-contact ‘U’ probes (Plexon) for the laminar recordings with 24 contact 

points spaced 100µm apart (Fig. 1B). Either the metal shaft of the probe or a silver/silver 

chloride wire in the recording chamber served as reference. We lowered the electrode across the 

dura with a micro-manipulator (Narishige, Japan) at a relatively fast rate (~100µm/s) to minimize 

dimpling of the cortex and ascertained when the first contact point passed the dura by careful 

visual inspection of the LFP and we then reduced the speed to ~10µm/s.  

We calculated the one-dimensional current source density (CSD) from the LFP following 

Mitzdorf (6) as: 
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Where   is the voltage, x  is the point at which the CSD is calculated, h  is the spacing of 

electrodes for the computation (here we used a spacing of 200μm) and   is the conductivity of 

cortical tissue (we used a value of 0.4S.m
-1

) (7). The CSD is a measure of the currents flowing 

towards or away from electrode contact points (8, 9). 

To determine the depth of the electrode we measured the CSD evoked by a full-screen 

100% contrast checkerboard (presented for 250ms while the monkey fixated, check size 0.3
o
) (6, 

10). We estimated the location of the border between layer 5 and layer 4C as the polarity reversal 

from current sinks in layer 4C to current sources in the deep layers around 40ms after stimulus 

onset (8, 10) (Fig. S1). We placed the electrode so that the CSD reversal was as close as possible 

to the 8
th
 contact from the tip to ensure coverage of all cortical layers. We estimated the position 

of the other layers on the basis of histological data (11, 12). We mapped the receptive fields 

(RFs) of every recording site of the electrode (see below for the RF mapping methods). When 

the RFs of the recording sites in different layers did not overlap, indicating that the probe was not 

perpendicular to the cortical surface, the probe was retracted and inserted at a different location. 

In the final analysis we aligned the data from different penetrations using the CSD reversal of the 

visual response evoked by the figure-ground stimuli. We removed line noise by fitting a 50Hz 

sinusoid to the LFP signal of each trial and subtracting it. We calculated the signal-to-noise-

ratios (SNR) of every MUA recording site as the height of the peak of the stimulus-evoked 

response divided by the standard deviation of activity in the prestimulus period. Only recording 

sites with an SNR>3 were included in the analysis.  
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In monkeys B and J recordings were made with microelectrode grids in V1 and V4 with 

overlapping receptive fields (Fig. S17). To measure the local V1 and V4 LFP for the power and 

coherence analysis, we referenced the LFP to an electrode within the same array. Hardware 

filters in the preamplifier stage induce phase shifts in the signal (13). We measured the shift for 

every frequency and corrected for them in the frequency domain. 

Eye movements were recorded either with a scleral search coil using the double-induction 

technique (14) and sampled at 1017Hz, or using a video eye-tracker (Thomas recordings) with a 

sampling rate of 350Hz. 

Electrical microstimulation 

We carried out electrical microstimulation experiments in monkeys B and C using the 

microelectrode grids in V1 and V4. We delivered trains of 5 biphasic pulses of 500μs duration 

(250μs per phase) at a frequency of 200Hz with an amplitude in the range of 30-100μA using a 

custom-made constant current stimulator. In the first phase of the pulse, one electrode of the V1 

or V4 array served as cathode and another electrode in the same array as anode and the polarity 

was reversed in the second phase. An advantage of this stimulation configuration is that it 

reduced the stimulation artifact in the other area where we recorded the LFP.   

Drug injections  

Some of the laminar probes contained a fine glass capillary tube for the injection of fluids into 

the cortex.  The exit point of the tube was commonly between contacts points 7 and 8.  The tubes 

were filled using polyethylene tubing and Hamilton syringes (1µL).  Drugs were dissolved either 

in filtered water or artificial cerebrospinal fluid.  The drug was filtered using a sterile microfilter 

(Millipore, 0.23µm filter). All drugs were obtained from Sigma and were used in the following 
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concentrations: 50 mM APV, 5–10 mM CNQX, and 50–100 μM ifenprodil. We used pressure 

injection to administer small volumes (25–80 nL) with a Hamilton syringe, either in 10nL steps 

or in a larger bolus. 

Receptive field mapping 

We measured the V1 receptive field dimensions by determining the onset and offset of the 

response to a slowly moving light bar for each of eight movement directions (15).  The MUA RF 

size in V1 was 1.2 deg on average (standard deviation = 0.28 deg) and the eccentricity was 

between 1.8 and 5.5 deg (median = 3.7 deg). We mapped the V4 RFs by presenting white dots 

(0.5-1 deg diameter, luminance 82cd/m
2
) on a grey background (luminance 14cd/m

2
) at different 

positions of a grid (0.5 deg spacing). We defined the RF borders as the locations where activity 

fell below 50% of the maximum (16). With this definition, the median V4 RF area was 13.6 deg
2
 

(range 6.5 to 37.7 deg
2
). RFs in V4 were considerably larger than those in V1 but there was 

substantial overlap (Fig. S17). In the figure condition of the task the V1 RFs fell in the center of 

the figure. 

Data analysis and statistics 

Figure 2A shows the MUA population response evoked by the figure and the background. Before 

pooling responses across the individual MUA recording sites we normalized their activity by 

subtracting the average spontaneous activity in a window of 150ms before stimulus onset and 

then dividing by the peak response in the background condition. 

 We used wavelet analysis and correlation analysis to calculate spectral estimates (17). 

The Fourier transform of the signal  rx t  of every recording site j  and every trial r  was 
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calculated and convolved with a set of complex Morlet-filters to obtain the time- and frequency-

dependent spectrum: 

      ' ', , , , 'r r

j c b jF t dt g t t x t     

With the complex Morlet filters given by: 
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This can be understood as a complex exponential with wavelength c , windowed by a Gaussian 

with a standard deviation equal to 2b . b  is set equal to c  times the scaling parameter  , 

making the length of the wavelet linearly dependent on the frequency.   was set to 1, making 

the standard deviation of the wavelet envelope equal to 2c . The effective temporal 

bandwidths of the wavelets therefore corresponded to 100 2 ms for alpha and about 17 2 ms 

for gamma. The time representation of the wavelet envelopes were truncated at  3 b . The 

wavelet envelopes were allowed to extend beyond the chosen time window by maximally half a 

Gaussian.  

 The power spectrum of site j  was defined as: 
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where N  is the total number of trials (18). The cross spectral density function for recording sites 

j  and k  was calculated for each trial r  as: 
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where the * denotes the complex conjugate. This equation can also be expressed as: 

      , ,   ,r r r

jk jk jkS t C t iQ t     

where the real part, denoted by  ,r

jkC t  , is the coincidence spectral density function and the 

imaginary part  ,r

jkQ t   is the quadrature spectral density function. The coherence function was 

calculated from the cross spectral density as: 
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and the instantaneous phase function as: 
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To compute the LFP-MUA and CSD-CSD coherence, we selected sites on the laminar probe 

with a distance of 200µm. 

 The analysis window was from 150 to 350ms after the presentation of the visual stimulus 

(unless otherwise noted). For these analyses the average LFP signal over all trials was subtracted 

from the signal of every trial, separately for each condition and each channel to focus on 

internally generated rhythms. To estimate the contribution of stimulus locked activity to the 

coherence measurements we repeated the analysis for shuffled trials but observed no clear peaks 

(dashed lines in Fig. S3), which confirmed that oscillatory activity was not time-locked to the 

stimulus onset (see also Fig. 2B, 6D, S19A,B). Furthermore, the effects of the task on the LFP 

power and LFP-MUA did not critically depend on the subtraction of the stimulus-evoked LFP 
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potential (Fig. S19C-F) as they occurred in a time-window after the strongest components of the 

evoked potential.  

We carried out permutation tests to determine the p-values for differences in LFP power 

between conditions, separately for low frequencies (below 25Hz) and high frequencies (above 

30Hz) (Fig. S2A-C). Specifically, we shuffled the class labels (figure or ground) 10.000 times 

and determined the mean power spectrum across recording sites, calculated the difference 

spectrum for each permutation and stored only the highest and lowest differences in power. This 

resulted in a distribution of 20.000 values from which p-values could be determined by 

calculating the upper and lower percentiles corresponding to that p-value (for example the 0.05 

and 99.95 percentiles for a p-value of 0.001) (19). CircStat, a toolbox for circular statistics, was 

used for all statistical analyses involving phases (20).  

Because oscillatory activity is not necessarily linked to external events that can serve as 

triggers to average individual waves of activity, we used the troughs of oscillatory activity in the 

LFP as reference points (21, 22). To select genuine oscillatory activity, we selected the 50% of 

trials with highest power in the relevant frequency band (we obtained equivalent results if we 

included all trials). We determined the troughs by filtering the LFP of one recording site in layer 

4C (~250µm above the CSD reversal between layer 4C and layer 5) in the desired frequency 

band (8-12Hz for alpha and 55-65Hz for gamma) (Fig. S6). Only troughs occurring in a period 

from 150-350ms after stimulus onset were stored, after which the filtered signal was not used 

further. Time windows around the troughs were then used to average the LFP, the CSD and the 

MUA of all channels, after subtraction of the mean response (equivalent to subtraction of the 

shift-predictor). The size of these time windows was 1.5 times the period of the mean filtered 

frequency, and we excluded windows that extended beyond 100-350ms after stimulus onset. All 
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trough-triggered traces were added together, divided by the total number of troughs per monkey 

and subsequently averaged across monkeys. We expressed the amplitude of the fluctuations in 

the MUA revealed by this analysis (Fig. 3) as fraction of the mean MUA response in the window 

from 150-350ms after stimulus onset, after smoothing with a sliding window of 5ms for gamma 

and 25ms for alpha. 

To measure the phase shifts in MUA between layers, we averaged LFP-triggered MUA 

across laminar compartments (Fig. 3D,H). We assigned recording sites between 550 and 50µm 

below the CSD reversal to the deep layers, between 50 and 550µm above the reversal to layer 4, 

and between 650 and 1050 µm above the reversal to the superficial layers. To estimate phase 

differences between the MUA in different compartments we fitted a sinusoid with the frequency 

of the band-pass filter used to determine the LFP troughs. Statistical significance of these time 

delays was calculated over penetrations (i.e. recording days). We extended this analysis by 

determining LFP-troughs for a wide range of frequencies (in steps of 2 Hz using a band-pass 

filter with a width of 4Hz, i.e. 2Hz overlap between adjacent frequency bins) to investigate how 

the MUA phase differences between laminar compartments depend on frequency (Fig. S7).  

We used the MVGC toolbox (23) to compute Granger causality with a model order of 

50ms (24, 25). We used the CSD to compute the Granger causality between layers and the 

bipolar LFP for Granger causality between V1 to V4. We used bootstrapping to estimate the 

s.e.m. (10.000 samples) and permutation tests to calculate the significance of the difference in 

Granger causality between layers and between V1 and V4 averaged in the alpha and gamma 

band (10.000 permutations). We controlled for multiple comparisons between layers by 

calculating for each permutation the full matrix of comparisons between laminar compartments 

averages within the alpha and gamma band. Of each permutation only the maximum and 
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minimum value was taken within this matrix. This resulted in a distribution of 20.000 values 

from which we determined the p-values (the 0.05 and 99.95 percentiles for a p-value of 0.001).  

Design of anatomical figures 

For the lateral view of the macaque brain in Fig, 1A we adapted drawings of Nieuwenhuis et al. 

(26) and Krieg (27). The Nissl section illustrating the different layers in Figs. 1B and S18A was 

adapted from O'Kusky and Colonnier (12). 
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Supplementary Results 

Catch trials 

Figure S5H compares the MUA response elicited by a homogeneous background (the catch 

condition, Fig. S5C) to the response elicited in the background condition with a figure far from 

the RF (the ground condition, Fig. S5B). The presence of a figure outside the neurons’ RF caused 

a slight additional suppression of the MUA response (time window from 200-30ms after 

stimulus onset, t-test, P<0.001). Similarly, the gamma LFP-MUA coherence was slightly lower if 

the neurons’ receptive field fell on the background than in the catch condition (Fig. S5E). Both 

effects are presumably caused by the selection of a figure outside the RF in the ground condition, 

and are in accordance with the finding that attentional selection increases the MUA responses as 

well as gamma oscillations (Fig. 2A,D). The LFP power in the alpha band was somewhat higher 

in the ground than in the catch condition, but effect did not occur for the LFP-MUA coherence. 

Granger causality  

Figure S15 illustrates the full multivariate Granger causality frequency spectrum between layers. 

Causality that is directed upwards (towards the pia) is plotted in red and downwards in blue. For 

the low frequencies, Granger causality was directed from the deep layers towards layer 4 (note 

that the largest low frequencies peaks are red) and also from the superficial layers towards layer 

4 with a remarkably narrow peak, which was consistently located at 10Hz. This finding supports 

the hypothesis that the deep and very superficial layers influence activity in the middle layers, 

and is in accordance with the profile of phase differences between these layers for the alpha 

rhythm (Fig. 3) and also with the coherence analysis (Fig. S13). In contrast, the peak in the 

Granger causality analysis in the gamma range revealed directional influences from layer 4AB to 
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layer 3 and, in addition, a directional influence from layer 4C and layer 6 towards layer 5. This 

profile therefore matches the laminar profile of phase differences evident in the trough triggering 

analysis (Fig. 3) and in the coherence analysis across layers (Fig. S13). A previous study also 

investigated Granger causality across layers in monkey V1 (25). We notice that the electrodes 

used in the present study allowed a more fine-grained analysis of the CSD patterns due to the 

smaller spacing between electrodes (100um as opposed by 150um in ref. 25). We confirm some 

of the previous findings, but also obtained important additional insights. First, we found that the 

strongest generator in the alpha range was in the deep layers, in line with the results from 

Bollimunta et al. (24, 25). Second, we also observed a generator in the very superficial layers 

driving downwards. Third, we found that the generator of the alpha was in layer 5/6, not in layer 

4 as reported by Bollimunta et al (25). This result is in line with our analysis of the CSD-MUA 

coherence, which demonstrated that MUA locking to the alpha rhythm coincided with a sink in 

layer 5 (Fig. 3B,C). A possibility explanation for the discrepancies between the studies is 

provided by the improved spatial resolution provided by the narrower spacing between the 

contact points of our laminar probes, which also enabled a better localization of the boundary 

between layers 4c and 5 and thereby a more accurate alignment of different penetrations. 
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Supplementary Figures 

     

Fig. S1.  Example of laminar recordings. An example penetration showing the MUA (left graph) 

and CSD (middle and right graph) triggered by a full-screen, full-contrast checkerboard stimulus. 

Simultaneous responses from 17 contacts are shown stacked. In the leftmost columns blue 

colours indicate deeper channels and green/yellow colours indicate shallow channels. MUA was 

normalized to the peak of the response for each recording site. In the right column the red 

colours show current sinks and the blue colours current sources. The dashed line shows the 

boundary between layers 4 and 5, estimated as the transition between the earliest sink and source 

evoked by the appearance of the visual stimulus. 



15 
 

     

 

Fig. S2. Supplementary statistics for LFP power and LFP-MUA coherence. (A) Difference in 

LFP power between the response evoked by the figure and the background in a window from 

150-350ms after stimulus onset. (B) Difference in LFP power between the response evoked by 
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the figure and the pre-stimulus period (200-0ms before stimulus onset). (C) Difference in LFP 

power between the response evoked by the background and the pre-stimulus period. Grey lines 

indicate p<0.001 (signed permutation test; n=493 recording sites). (D-G) Scatter plots for LFP 

power (D,E) and LFP-MUA coherence (F,G) for the alpha (D,F) and gamma band (E,G) elicited 

by the figure (abscissa) and background (ordinate). Yellow circles indicate penetrations for 

monkey S (13 penetrations) and green circles for monkey E (11 penetrations) (t-test, Ps<0.001 

for all comparisons). 
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Fig. S3. Average LFP-MUA coherence in the figure (red trace) and background condition (blue 

trace) during the modulation period, and the pre-stimulus period (black trace). The dashed lines 

indicate the LFP-MUA coherence for shuffled trials. Notice that these spectra fell below the 

unshuffled trials and showed no clear peaks, indicating that oscillatory activity was significant 

and not time-locked to the stimulus onset. Shaded areas show s.e.m. in all plots (n=493 recording 

sites), when they are difficult to see the s.e.m. is small. 

  



18 
 

                  

Fig S4. Control analysis with extended time-window. LFP power spectrum (A) and LFP-MUA 

coherence (B) in a window from 150-450ms in trials with a reaction time longer than 420ms, for 

the figure (red trace) and ground condition (blue trace).  
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Fig. S5. Power spectra and LFP-MUA coherence in catch trials. Schematic representation of the 

time course of the task and the different trial types. The monkeys started a trial by fixating within 

a small window (indicated by the dashed circle) centered on a fixation point (indicated by the red 

dot). After 300ms, a figure-ground texture appeared (the blue region illustrates the background, 

the red square illustrates the location of the figure). (A-C) In the figure condition (A), a figure 

was centered on the neurons’ receptive field (circle) and in the ground conditions (B) the figure 

appeared at one of two other locations so that the receptive field fell on the background. The 

monkeys were rewarded for an eye movement to the figure (arrow). There were also 25% catch 

trials with a homogenous texture of one orientation. The monkey was rewarded for maintaining 

fixation for another 400ms (C), so that we could analyze the power spectrum in a longer time 

window. (D,E) LFP power spectrum (D) and LFP-MUA coherence (E) for the figure condition 

(red trace), the ground condition (blue trace) and the catch condition (yellow trace), in a time 

window from 150-350ms after stimulus onset. (F, G) Comparison of the LFP power (F) and LFP-

MUA coherence (G) in the catch condition in a 200ms (150-350ms after stimulus onset, yellow 

trace) and a 550ms time-window (150-700ms after stimulus onset, green trace). Shaded areas 

show s.e.m. in all plots (n=493 recording sites). (H) Average MUA response in V1 evoked by the 

figure (red trace), the background (blue trace) and the catch condition (n=493 recording sites). 

The traces for the figure and ground condition are truncated at the time when the monkey was 

allowed to make a saccade. Note that the MUA in catch trials reaches a relatively stable level in 

the later period of the trial. (I) Average LFP-MUA coherence in the catch condition in a window 

from 150-700ms after stimulus onset (green) and 400-700ms after stimulus onset (purple). 

Shaded areas show s.e.m. in all plots (n=493 recording sites). 
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Fig. S6.  Trough-triggering analysis. (A) LFP trace of a representative trial where the RF of a 

recording site fell on the background, after subtraction of the mean evoked potential. Note the 

presence of alpha and gamma oscillations. (B,C) To determine the timing of troughs of the 

oscillations, the LFP was filtered between 8-12Hz (B) and 55-65Hz (C). Red marks indicate 

troughs within the computational window (150-300ms, grey rectangle). (D,E) The troughs 

detected in the filtered signal were mapped back onto the broad-band LFP for averaging. 
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Fig. S7.  MUA phase in deep and superficial layers relative to layer 4. MUA phase in the deep 

(A) and superficial layers (B) relative to the MUA in layer 4 for different frequencies. We 

aligned the MUA on the troughs of the LFP in layer 4 for different frequencies with a band-pass 

filter (width of 4Hz). Positive values denote a phase lead of layer 4. Green and yellow areas 

indicate the frequencies that we assigned to the alpha (5-15Hz) and gamma (40-90Hz) range. 

Shaded areas show s.e.m. (n=24 penetrations).  
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Fig. S8. Laminar profile of alpha oscillations in the prestimulus period. (A) Laminar profile of 

the LFP (mV) relative to the alpha troughs in a window from 150-0ms before stimulus onset, 

averaged across 24 penetrations. Negative potentials are shown in blue, positive potentials in red. 

(B) Average laminar profile of the CSD (mA/m3) relative to LFP troughs in layer 4 for the alpha 

rhythm. Current sinks are shown in red, sources in blue. (C) MUA aligned to the LFP troughs in 

layer 4. Red colors show MUA that is higher than the average and blue colors MUA lower than 

the average. 
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Fig. S9. Laminar profile of CSD-MUA coherence for the alpha band (A-C) and the gamma band 

(D-F) separately for the MUA averaged across superficial layers (A,D), layer 4 (B,E) and deep 

layers (C,F). 

 



25 
 

            



26 
 

Fig. S10. Laminar profile of cortical oscillations separately for monkey E (A-F) and monkey S 

(G-L). (A) Laminar profile of the LFP (mV) relative to the alpha troughs in a window from 150-

300ms after stimulus onset, averaged across 11 penetrations of monkey E. Negative potentials 

are shown in blue, positive potentials in red. (B) Average laminar profile of the CSD (mA/m3) 

relative to LFP troughs in layer 4 for the alpha rhythm. Current sinks are shown in red, sources in 

blue. (C) MUA aligned to the LFP troughs in layer 4. Red colors show MUA that is higher than 

the average and blue colors MUA lower than the average. (D-F) Same analysis as in A-C, but 

now the data was aligned to the troughs of the gamma rhythm (55-65Hz) in layer 4. (G-L) Same 

analysis as in A-F but averaged across 13 penetration for monkey S.  
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Fig. S11. Laminar profile of cortical oscillations for different task conditions. (A-C) Laminar 

profile of cortical oscillations if the figure fell in the neurons’ RF. (A) Laminar profile of the 

LFP (mV) relative to the alpha troughs in a window from 150-300ms after stimulus onset, 

averaged across 24 penetrations. Negative potentials are shown in blue, positive potentials in red. 

(B) Average laminar profile of the CSD (mA/m
3
) relative to LFP troughs in layer 4 for the alpha 

rhythm. Current sinks are shown in red, sources in blue. (C) MUA aligned to the LFP troughs in 

layer 4. Red colors show MUA that is higher than the average and blue colors MUA lower than 

the average. (D-F) Same analysis as in A-C, but now the data was aligned to the troughs of the 

gamma rhythm (55-65Hz) in layer 4. (G-L) Same analysis as in A-F but for the catch trials in a 

late 300ms time window (400-700ms after stimulus onset). 
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Fig. S12.  Laminar profile of CSD-MUA coherence and phase for the figure condition. (A) 

Laminar profile of coherence between the layer-specific CSD and the MUA averaged across all 

layers, for the alpha band. There were four peaks in the coherence and the small circles show the 

phase of the CSD relative to the MUA. (B) Laminar profile of the CSD-MUA coherence in the 

gamma frequency range. 
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Fig. S13. Phase differences of the CSD and MUA in the different layers relative to the LFP in 

layer 4. (A) We used the LFP in layer 4 as reference signal and computed the phase of the CSD 

in the different layers for the alpha (green line) and gamma rhythm (yellow line). (B) Phase of 

the MUA in the different layers relative to the LFP in layer 4 for alpha and gamma activity. 

Shaded areas show s.e.m. (n=24 penetrations). 
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Fig. S14. Coherence of the CSD between sites on the laminar probe with a distance of 200µm in 

the figure (red trace) and background condition (blue trace) during the modulation period, and 

the pre-stimulus period (black trace). Shaded areas show s.e.m. in all plots (n=493 recording 

sites).  
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Fig. S15. Multivariate Granger causality of the CSD between the different layers in V1. Red 

lines indicate Granger causality in the upward direction (towards the pia), blue lines in the 

downward direction (towards the white matter). Shaded areas show s.e.m. (n=24 penetrations).  
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Fig. S16. Laminar profile of cortical oscillations in the curve tracing task. (A) Laminar profile of 

the LFP (mV) relative to the alpha troughs, in a window from 200-750ms after stimulus onset 

with the RF on the distractor curve, averaged across 16 penetrations. Negative potentials are 

shown in blue, positive potentials in red. (B) Average laminar profile of the CSD (mA/m
3
) 

relative to LFP troughs in layer 4 for the alpha rhythm. Current sinks are shown in red, sources in 

blue. (C) MUA aligned to the LFP troughs in layer 4. Red colors show MUA that is higher than 

the average and blue colors MUA lower than the average. (D-F) Same analysis as in A-C, but 

now the data was aligned to the troughs of the gamma rhythm (55-65Hz) in layer 4.  
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Fig. S17. RFs of recording sites in V1 (white squares) and V4 (color plots) in the three monkeys. 

Black line indicates region beyond which the V4 response falls below 50% of the maximum.  
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Fig. S18.  Spread of pharmacological substances. (A) Drugs were injected through a fluid line. 

The yellow arrow indicates the approximate location of the fluid line exit. (B) An example 

recording where CNQX was injected at the boundary between layer 4c and layer 5 to measure 

the diffusion of the drug. The bars indicate the change in the average MUA response evoked by 

the appearance of the visual stimulus at each recording site (between 0-200ms after stimulus 

onset in normalized units) after injection of the drug. It can be seen that the drug diffuses from 

the injection site with a slight preference to spread towards the superficial sites, back along the 

shaft of the electrode. The maximum extent of the drug effect is ~1.5mm. The colors of the bars 

represent the different cortical layers, deep in blue, layer 4 in grey and superficial in red. 
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Fig. S19. Neuronal activity in single trials of the texture segregation task and the effect of 

subtracting the evoked potential. (A) LFP responses in successive trials of an example recording 

session without subtraction of the mean LFP response. Trials of the figure condition are shown in 

red and trials of the ground condition in blue. (B) LFP in the same trials after subtraction of the 

evoked potential. Grey area highlights the analysis window for frequency analysis (150-350ms 

after stimulus onset). (C,D) The average LFP power spectrum across all penetrations before (C) 

and after subtraction of the evoked potential (D). (E,F) The average LFP-MUA coherence 

spectrum across all penetrations before (E) and after subtraction of the LFP evoked potential (F). 

Red, figure condition; blue, ground condition. Shaded areas show s.e.m. (n=493 recording sites).  
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